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Abstract In this paper, a function projective synchronization scheme is developed to investigate the function projec-

tive synchronization between the discrete-time driven chaotic system and the discrete-time response chaotic system. With

the aid of symbolic-numeric computation, we use the scheme to study the function projective synchronization between

2D Lorenz discrete-time system and Hénon discrete-time system, as well as that between 3D discrete-time hyperchaotic

system and Hénon-like map via three scalar controllers, respectively. Moreover numerical simulations are used to verify

the effectiveness of the proposed scheme.
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1 Introduction
Since Lorenz[1] presented the well-known Lorenz

chaotic system and Rössler[2] first introduced the Rössler
hyperchaotic system, many chaotic systems have been
reported in nonlinear field. In particular, since the pi-
oneering works of Fujisaka and Yamada,[3] Pecora and
Carroll,[4] Ott, Pyragas,[5] Grebogi and Yorke,[6] chaos
(hyperchaos) synchronization has played significant roles
because of its potential applications in secure commu-
nication. Up to now, many types of chaos synchro-
nization have been presented, such as complete synchro-
nization, partial synchronization, phase synchronization,
lag synchronization, anticipated synchronization, general-
ized slag, anticipated and completed synchronization, an-
tiphase synchronization, etc.[7−13] In particular, amongst
all kinds of chaos synchronization, projective synchro-
nization in partial linear systems reported by Mainieri
and Rehacek[14] is one of the most noticeable ones that
the driven and response vectors evolve in a propor-
tional scale — the vectors become proportional. Some
researchers[15−17] extended the projective synchroniza-
tion to non-partial linear systems, and recently, func-
tion projective synchronization (FPS)[18] is proposed in
the continuous-time systems, which means the driven and
response vectors evolve in a proportional scaling func-
tion matrix. Many powerful methods have been reported
to investigate some types of chaos (hyperchaotic) syn-
chronization in continuous-time systems. In fact, many
mathematical models of neural networks, biological pro-

cess, physical process and chemical process, etc., were
defined using discrete-time dynamical systems.[19−21] Re-
cently, more and more attention was paid to the chaos
(hyperchaos) control and synchronization in discrete-time
dynamical systems.[22−26]

Recently, in Ref. [27], we presented the definition of
function projective synchronization (FPS) in discrete-time
dynamical systems, and a systematic and automatic FPS
algorithm has been set up to achieve successfully FPS be-
tween 2D Lorenz discrete-time system and Fold discrete-
time system, as well as between 3D hyperchaotic Rössler
discrete-time system and Hénon-like map. Here, the FPS
algorithm is developed to make FPS between 2D discrete-
time Lorenz system and Hénon system, as well as the 3D
discrete-time hyperchaotic system due to Wang[28] and the
Hénon-like map. Moreover numerical simulations are used
to verify the effectiveness of the proposed scheme.

The rest of this paper is arranged as follows. In Sec. 2,
we first introduce FPS in discrete-time systems and inves-
tigate FPS in 2D Lorenz discrete-time dynamical system
and Hénon system. In Sec. 3, we investigate FPS between
the 3D discrete-time hyperchaotic system and the Hénon-
like map. Finally, some conclusions and discussions are
given in Sec. 4.

2 Function Projective Synchronization of
Discrete-Time Chaotic Systems
Firstly we introduce the FPS in discrete-time systems,

and then we use Lyapunov stability theory to realize our
scheme.
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Definition For two discrete-time (chaotic or hyper-
chaotic) dynamical systems,

(i) x(k + 1) = F (x(k)),
(ii) y(k + 1) = G(y(k)) + u(x(k), y(k)),

where (x(k), y(k)) ∈ Rm+m, k ∈ Z/Z−, u(x(k), y(k)) ∈
Rm, let

(iii)

E(k) = (E1(k), E2(k), . . . , Em(k))

= (x1(k) − f1(x(k))y1(k), x2(k) − f2(x(k))y2(k),

. . . , xm(k) − fm(x(k))ym(k))

be boundary vector functions. If there exist proper con-
trollers

u(x(k), y(k)) = (u1(x(k), y(k)), u2(x(k), y(k)),

. . . , um(x(k), y(k)))T

such that limk→∞(E(k)) = 0, we say that there exists
function projective synchronization (FPS).

In the following, using the backstepping method and
based on Lyapunov stability theory, FPS of 2D Lorenz
discrete-time system and Hénon discrete-time system is
realized step by step.

Consider Lorenz discrete-time system

x1(k + 1) = (1 + αβ)x1(k) − βx1(k)x2(k) ,

x2(k + 1) = (1 − β)x2(k) + βx2
1(k) , (1)

and Hénon system with controllers u(x, y),

y1(k + 1) = y2(k) + 1 − ay1(k)2 + u1(x, y) ,

y2(k + 1) = by1(k) + u2(x, y) , (2)

as the driven system and response system, respectively.

Fig. 1 (a) Lorenz discrete-time attractor; (b) Hénon discrete-time attractor.

Firstly we give the figures (Figs. 1(a) and 1(b)) of the two systems with initial variables [x1(0) = 0.1, x2(0) = 0.2]
and [y1(0) = 0.7, y2(0) = 0.2], respectively. Here α = 1.25, β = 0.75, a = 1.07, and b = 0.3. In the following, we would
like to realize the FPS of Lorenz discrete-time system and Hénon discrete-time system by backstepping design method.
We choose

(f1(x), f2(x)) =
(

1 + tanh(x1(k))2 +
1

2
tanh(x2(k)), 1 + tanh(x2(k))2

)

, (f1(x), f2(x)) =
(1

2
,
1

2

)

,

respectively. (i) Let the error states be

E1(k) = x1(k) −
(

1 + tanh(x1(k))2 +
1

2
tanh(x2(k))

)

y1(k) , E2(k) = x2(k) − (1 + tanh(x2(k))2)y2(k) .

Here we choose f1(x) = 1 + tanh(x1(k))2 + (1/2) tanh(x2(k)), f2(x) = 1 + tanh(x2(k))2. Then from Eqs. (1) and (2),
we have the discrete-time error dynamical system

E1(k + 1) = (1 + αβ)x1(k) − βx1(k)x2(k) −
(

1 + tanh((1 + αβ)x1(k) − βx1(k)x2(k))2

+
1

2
tanh((1 − β)x2(k) + βx1(k)2)

)

(y2(k) + 1 − ay1(k)2 + u1(x, y)) ,

E2(k + 1) = (1 − β)x2(k) + βx1(k)2 − (1 + tanh((1 − β)x2(k) + βx1(k)2)2)(by1(k) + u2(x, y)) . (3)

In the following, based on the backstepping design and the improved ideas of Refs. [23] and [26], we give a systematic
and constructive algorithm to derive the controllers u(x, y) step by step such that systems (1) and (2) are synchronized
together.

Step 1 Let the first partial Lyapunov function be L1(k) = |E1(k)| and the second error variable be

E2(k) = E1(k + 1) − c11E1(k) , (4)

where c11 ∈ R. Then we have the derivative of L1(k)

∆L1(k) = |E1(k + 1)| − |E1(k)| ≤ (|c11| − 1)|E1(k)| + |E2(k)| . (5)

Step 2 Let
E2(k + 1) − c21E1(k) − c22E2(k) = 0 . (6)
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Then with the aid of symbolic computation, from the above equations (4) and (6) we obtained the controllers,

u1(x, y) = (2x1(k) + 2x1(k)αβ − 2βx1(k)x2(k) − 2 + 2ay1(k)2 − 2 tanh(x1(k) + x1(k)αβ

− βx1(k)x2(k))2y2(k) − 2 tanh(x1(k) + x1(k)αβ − βx1(k)x2(k))2 + 2 tanh(x1(k)

+ x1(k)αβ − βx1(k)x2(k))2ay1(k)2 + tanh(−x2(k) + x2(k)β − βx1(k)2)y2(k)

+ tanh(−x2(k) + x2(k)β − βx1(k)2) − tanh(−x2(k) + x2(k)β − βx1(k)2)ay1(k)2

− 2c11x1(k) + 2c11y1(k) + 2c11y1(k) tanh(x1(k))2 + c11y1(k) tanh(x2(k)) − 2x2(k)

+ 2y2(k) tanh(x2(k))2)/(2 + 2 tanh(x1(k) + x1(k)αβ − βx1(k)x2(k))2

− tanh(−x2(k) + x2(k)β − βx1(k)2)) ,

u2(x, y) = − (1/2)(−2x2(k) + 2x2(k)β − 2βx1(k)2 + 2by1(k) + 2 tanh(−x2(k)

+ x2(k)β − βx1(k)2)2by1(k) + 2c21x1(k) − 2c21y1(k) − 2c21y1(k)

× tanh(x1(k))2 − c21y1(k) tanh(x2(k)) + 2c22x1(k) − 2c22y1(k) − 2c22y1(k)

× tanh(x1(k))2 − c22y1(k) tanh(x2(k)))/(tanh(−x2(k) + x2(k)β − βx1(k)2)2 + 1) . (7)

Let the second partial Lyapunov function be L2(k) =
L1(k) + d1|E2(k)|, where d1 > 1, then the derivative of
L(k) is

∆L(k) = L2(k + 1) − L2(k)

= ∆L1(k) + d1(|E2(k + 1)| − |E2(k)|)

≤ (|c11| − 1 + d1|c21|)|E1(k)|

+ (1 − d1 + d1|c22|)|E2(k)| . (8)

It follows that the right-hand side of Eq. (8) is negative-
definite, if the following conditions hold

|c11| + d1|c21| < 1 , d1 − d1|c22| > 1 . (9)

Obviously, there exist many sets of solutions [c11, c21, c22]
that satisfy Eq. (9).

Fig. 2 The orbits of the error states.

In the following we use numerical simulations to verify
the effectiveness of the above-mentioned controllers. The
parameters are chosen as d1 = 2, c11 = −0.2, c21 = −0.25,

c22 = 0.4, and the initial values of systems (1) and (2) with
u = 0 are taken as those in Fig. 1. The graphs of FPS
error states and the globally picture of the driven and re-
sponse systems are displayed in Figs. 2(a) and 2(b) and
Fig. 3.

Fig. 3 The two attractors after being syn-
chronized with (f1(x), f2(x)) = (1 + tanh(x1(k))2

+(1/2) tanh(x2(k)), 1 + tanh(x2(k))2): the dark one is
the response system with the controllers, and the other
is the driven system.

3 FPS of 3D Discrete-Time Hyperchaotic
System and Hénon-like Map
In this section, we would like to realize the FPS of 3D

discrete-time hyperchaotic system due to Wang[28]

x1(k + 1) = 0.5δx2(k) + (−2.3δ + 1)x1(k) ,

x2(k + 1) = 0.2δx3(k) − 1.9δx1(k) + x2(k) ,

x3(k + 1) = 2δ − 0.6δx2(k)x3(k) + (−1.9δ + 1)x3(k) , (10)

and the 3D Hénon-like discrete-time map

y1(k + 1) = 1 + y3(k) − αy2
2(k) + u1(x, y) ,

y2(k + 1) = 1 + βy2(k) − αy2
1(k) + u2(x, y) ,

y3(k + 1) = βy1(k) + u3(x, y) , (11)

as the driven system and response system, respectively.
Firstly we give the figures (Figs. 4(a) and 4(b)) of the

two systems with initial variables [x1(0) = 0.05, x2(0) =
0.03, x3(0) = 0.02] and [y1(0) = −0.5, y2(0) = 0.2, y3(0) =
0.1], respectively. Here δ = 1, and α = 1.4, β = 0.2.
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Fig. 4 (a) The attractor of discrete-time hyperchaotic system due to Wang; (b) the attractor of Hénon map.

To realize the synchronization, let the error states be

E1(k) = x1(k) −
1

2
(1 + tanh(x1(k))2)y1(k) , E2(k) = x2(k) −

1

2
y2(k) , E3(k) = x3(k) −

1

2
y3(k) .

Then from Eqs. (10) and (11), we can have the discrete-time error dynamical system,

E1(k + 1) = 0.5δx2(k) + (−2.3δ + 1)x1(k) − 0.5(1 + tanh(0.5δx2(k)

+ (−2.3δ + 1)x1(k))2)(1 + y3(k) − αy2(k)2 + u1(x, y)) ,

E2(k + 1) = 0.2δx3(k) − 1.9δx1(k) + x2(k) − 0.5 − 0.5βy2(k) + 0.5αy1(k)2 − 0.5u2(x, y) ,

E3(k + 1) = 2δ − 0.6δx2(k)x3(k) + (−1.9δ + 1)x3(k) − 0.5βy1(k) − 0.5u3(x, y) . (12)

Based on the backstepping design method and Lyapunov stability theory, we can get the controllers step by step like
the situation in Sec. 3. Here we omit the concrete process. Finally, with the aid of symbolic computation, from

E1(k) = x1(k) −
1

2
(1 + tanh(x1(k))2)y1(k) , E2(k) = E1(k) − c11E1(k) ,

E3(k) = E2(k + 1) − c21E1(k) − c22E2(k) , E3(k + 1) − c31E1(k) − c32E2(k) − c33E3(k) = 0 , (13)

we can get the controllers u1(x, y), u2(x, y), and u3(x, y):

u1(x, y) = 0.2(5δx2(k) − 23δx1(k) + 10x1(k) − 5 − 5y3(k) + 5αy2(k)2 − 5 tanh(−0.5δx2(k)

+ 2.3δx1(k) − x1(k))2 − 5 tanh(−0.5δx2(k) + 2.3δx1(k) − x1(k))2y3(k)

+ 5 tanh(−0.5δx2(k) + 2.3δx1(k) − x1(k))2αy2(k)2 − 10c11x1(k) + 5c11y1(k)

+ 5c11y1(k) tanh(x1(k))2 − 10x2(k) + 5y2(k))/(tanh(−0.5δx2(k) + 2.3δx1(k) − x1(k))2 + 1) ,

u2(x, y) = 0.4δx3(k) − 3.8δx1(k) + 2x2(k) − 1 − βy2(k) + αy1(k)2 − 2c21x1(k) + c21y1(k)

+ c21y1(k) tanh(x1(k))2 − 2c22x2(k) + c22y2(k) − 2x3(k) + y3(k) ,

u3(x, y) = 4δ − 1.2δx2(k)x3(k) − 3.8δx3(k) + 2x3(k) − βy1(k) − 2c31x1(k) + c31y1(k)

+ c31y1(k) tanh(x1(k))2 − 2c32x2(k) + c32y2(k) − 2c33x3(k) + c33y3(k) . (14)

Let the Lyapunov function be L(k) = |E1(k)| + d1|E2(k)| + d2|E3(k)|, d2 > d1 > 1. Then from Eqs. (13), we obtain
the derivative of the Lyapunov function L(k)

∆L(k) = L(k + 1) − L(k) ≤ (d2|c31| + d1|c21| + |c11| − 1)|E1(k)| + (d2|c32| + d1(|c22| − 1) + 1)|E2(k)|

+ (d2|c33| + d1 − d2)|E3(k)| . (15)

If we set these constants c11, c21, c22, c31, c32, c33 to satisfy

d1|c21| + d2|c31| + |c11| < 1 , d1|c22| + d2|c32| < d1 − 1 , |c33| <
d2 − d1

d2
, (16)

then ∆L(k) is negative-definite, which denotes that the resulting close-loop discrete-time system






E1(k + 1)

E2(k + 1)

E3(k + 1)






=







c11 1 0

c21 c22 1

c31 c32 c33













E1(k)

E2(k)

E3(k)






(17)

is globally asymptotically stable and limk→+∞ Ei(k) = 0, that is to say, hyperchaotic 3D discrete-time hyperchaotic
system due to Wang[28] (10) and the Hénon-like map (11) are function projective synchronized.

In the following we use numerical simulations to verify the effectiveness of the obtained controllers u(x, y). Here
we take c11 = 0.3, c21 = 0.02, c22 = 0.4, c31 = 0.05, c32 = 0.1, c33 = −0.2, d1 = 4, d2 = 6, and the initial values
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[x1(0) = 0.05, x2(0) = 0.03, x3(0) = 0.02] and [y1(0) = −0.5, y2(0) = 0.2, y3(0) = 0.1], respectively. The graphs of the
error states are shown in Figs. 5(a) ∼ 5(c), and the attractors of the two systems with controllers are displayed in
Fig. 6.

Fig. 5 The orbits of the error states.

Fig. 6 The two attractors after being synchronized with (f1(x), f2(x), f3(x)) = ( 1

2
(1 + tanh(x1(k))2), 1

2
, 1

2
): the dark

one is the response system with the controllers, and the other is the driven system.

4 Summary and Conclusion
In summary, based on backstepping method and Lyapunov stability theory, a systematic and automatic scheme is

developed to investigate FPS between the discrete-time driven systems and response systems: between the 2D discrete-
time Lorenz system and Hénon system, as well as the 3D discrete-time hyperchaotic system and the Hénon-like map.
Numerical simulations show the effectiveness of the proposed scheme. Some interesting figures are drown to show the
FPS between different discrete-time systems. In addition, the scheme can also be applied to investigate the tracking
problem in the discrete-time systems and to generate automatically the scalar controller in computer with the aid of
symbolic-numeric computation.
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