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A B S T R A C T

Based on the Bell polynomials scheme, this paper presents a Maple computer algebra program PDEBellII which can automatically construct the bilinear forms, bilinear Bäcklund transformations, Lax pairs and conservation laws of the KdV-type soliton equations. Some examples are given to verify the validity of our program.
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1. Introduction

Solitons are among the most exciting features of nonlinear dynamics: they correspond to nonlinear wave solutions with particle-like interaction properties [1]. Investigation of integrability for a soliton equation can be regarded as a pretest and the first step of its exact solvability. Among the direct algebraic methods employed to study the integrability of soliton equations, the Hirota method has been proved particularly powerful [2–7]. Once a given soliton equation is written in bilinear form, on one hand, such results as multi-soliton solutions, quasi periodic wave solutions and other exact solutions are usually obtained, and on the other hand, the integrable properties of the soliton equation, such as the bilinear Bäcklund transformation (BT) and Lax pair can also be investigated. However, the construction of bilinear form and bilinear BT of the original soliton equation is not as one would wish. It relies on a particular skill in using appropriate dependent variable transformation, exchange formulas and bilinear identities.

Recently, F. Lambert et al. have proposed an alternative procedure based on the use of Bell polynomials to obtain bilinear forms, bilinear BTs, Lax pairs and Darboux covariant Lax pairs for soliton equations in a lucid and systematic way [18–25]. Fan developed this method to find infinite conservation laws of soliton equations [13–15] and proposed the super Bell polynomials [16,17]. Ma systematically analyzed the connection between Bell polynomials and new bilinear equations [18].

In addition, the characteristic of direct algebraic methods, e.g., the Hirota method [2–7] and various function expansion methods [19–25], enables us to implement corresponding algorithms with any symbolic manipulation programs, such as Maple, Reduce and Macsyma. For instance, different packages in computer algebra systems exist implementing the Hirota method: J. Hietarinta designed a program for searching for integrable bilinear equations which include the KdV-type, mKdV-type, SG-type and NLS-type equations [26–30]. Li et al. presented two Maple programs Bilinearization and Multisoliton to automatically calculate bilinear equations for soliton equations and to compute their multi-soliton solutions for \( N = 1, 2, 3 \), respectively [31]. Yang et al. presented some Maple programs to construct the bilinear forms for soliton equations by using the logarithmic transformation [32–34].

To the best knowledge of the authors, however, there have been no programs to derive the bilinear BTs, Lax pairs and infinite conservation laws of soliton equations. One of our two authors, Chen and Yang [35], developed a Maple program PDEBell to construct bilinear forms of soliton equations based on the use of Bell polynomials. For the Bell polynomials approach, on the one hand, the transformation between Hirota representation and soliton equation can be directly derived through the derivatives of dimensionless variables, and on the other hand, the bilinear forms can be directly obtained by the Bell polynomials (\( \phi \)-polynomials or \( P \)-polynomials) expression which is linked with the Hirota D-operators. Thus, the program PDEBell is very efficient to find bilinear forms of KdV-type soliton equations. However, the program PDEBell is only appropriate for the soliton equations which are invariant under the scalar transformations. The aim of this paper is to overcome this disadvantage, and find the bilinear transformations by applying the homogeneous balance method [36]. Furthermore, we design a systematic algorithm to construct the bilinear BTs, Lax pairs and infinite conservation laws based on the use of binary Bell polynomials.

The structure of this paper is as follows. In Section 2, we briefly present necessary notations on Bell polynomials that will be used in this paper. In Section 3, taking the typical Korteweg–de Vries equation as an example to introduce the procedure of the Bell polynomials approach. In Sections 4 and 5, a systematic computational algorithm is presented to construct the bilinear forms, bilinear BTs, Lax pairs and conservation laws of soliton solutions based on the use of Bell polynomials. Based on the algorithm, a Maple program PDEBellIII is outlined, several different types of examples are investigated to illustrate and verify the effectiveness of our program PDEBellIII. Section 6 will be our conclusions. Finally, some introductions of global parameters for program PDEBellIII are given in the Appendix.

2. Bell polynomials

With the assumption that \( f = f(x_1, x_2, \ldots, x_N) \) is a \( C^\infty \) function with multi-variables, the following polynomials

\[
Y_{n_1,\ldots,n_k}(f) \equiv \sum_{|\alpha| = \sum_{i=1}^k n_i} \frac{\partial^{\alpha_1} f}{\partial x_1^{\alpha_1}} \cdots \frac{\partial^{\alpha_k} f}{\partial x_k^{\alpha_k}}, \quad \alpha_i \neq 0
\]

are the multi-dimensional Bell polynomials, in which we denote

\[
f_{\ell_1,\ldots,\ell_k} = \frac{\partial^{\ell_1} f}{\partial y_1^{\ell_1}} \cdots \frac{\partial^{\ell_k} f}{\partial y_k^{\ell_k}}, \quad f_{\emptyset} = f.
\]

The multi-dimensional binary Bell polynomials take the following forms

\[
\phi_{n_1,\ldots,n_k}(v, w) \equiv \sum_{\ell_1,\ldots,\ell_k} \frac{\partial^{\ell_1} v}{\partial x_1^{\ell_1}} \cdots \frac{\partial^{\ell_k} w}{\partial x_k^{\ell_k}} f_{\ell_1,\ldots,\ell_k}(f)
\]

where the vertical line means that the elements on the left-hand side are chosen according to the rule on the right-hand side, \( v \) and \( w \) are both the \( C^\infty \) functions of \( (x_1, x_2, \ldots, x_N) \).

**Proposition 2.1. Under the mixing variables**

\[
v = \ln F/G, \quad w = \ln FG
\]

the relations between the binary Bell polynomials and the Hirota D-operators can be given by the identity

\[
\phi_{n_1,\ldots,n_k}(v = \ln F/G, w = \ln FG) = (FG)^{-1} D^{n_1}_{x_1} \cdots D^{n_k}_{x_k} F \cdot G,
\]

where all \( n_i \geq 1 \).
where the Hirota $D$-operators are defined by
\[
D^n_{x_1} \cdots D^n_{x_l} F \cdot G = \left( \partial_{x_1} - \partial_{x_1}^{-1} \right)^n \cdots \left( \partial_{x_l} - \partial_{x_l}^{-1} \right)^n \times F(x_1, \ldots, x_l)G(x_1', \ldots, x_l') \bigg|_{x_1'=x_1, \ldots, x_l'=x_l}.
\]

In particular, if $F = G$, the formula (2.5) can be rewritten as
\[
F^{-1}D^n_{x_1} \cdots D^n_{x_l} F \cdot F = \mathcal{P}_{n_1, \ldots, n_l}(0, q = 2 \ln F)
\]
where
\[
P_{n_1, \ldots, n_l}(q) = \mathcal{P}_{n_1, \ldots, n_l}(0, q = 2 \ln G),
\]
is called $P$-polynomials.

If a given soliton equation can be written as a $P$-polynomials expression
\[
E(q) = \sum_j c_j \mathcal{P}_{n_1, \ldots, n_l}(q, v, w) = 0, \quad q = 2 \ln F,
\]
on account of which, suppose that $q' = 2 \ln G$ is another solution of (2.9), then
\[
q' = w + v, \quad q = w - v.
\]

**Proposition 2.2.** Given a soliton equation for a primary field $q$ of form (2.9), one can find a pair of constraint conditions
\[
\sum_j c_j \mathcal{P}_{n_1, \ldots, n_l}(q, v, w) = 0, \quad j = 0, 1, 2, \ldots, l
\]
which satisfy
\[
C(q', q) = E(q') - E(q) \equiv E(w + v) - E(w - v) = 0,
\]
then system (2.11) is called $\mathcal{Y}$-polynomials Bäcklund transformation.

Moreover, the $\mathcal{Y}$-polynomials expression (2.3) is related to the Lax pair by use of the Hopf–Cole transformation through the following identity
\[
\mathcal{Y}_{n_1, \ldots, n_l}(v, w) = (FG)^{-1}D_{x_1}^{n_1} \cdots D_{x_l}^{n_l} F \cdot G \bigg|_{G = \exp(q/2), F = G}
\]
where
\[
\mathcal{Y}_{n_1, \ldots, n_l}(v, w) = \psi^{-1} \prod_{p_1=0}^{n_1} \cdots \prod_{p_l=0}^{n_l} \frac{n_1!}{p_1!} \cdots \frac{n_l!}{p_l!}
\]
\[
\times P_{n_1, \ldots, n_l}(q) \psi(v_1 - t_1)x_1, \ldots, (n_l - t_l)x_l(v).
\]

### 3. Bell polynomials approach for Korteweg–de Vries equation

In this section, we take the Korteweg–de Vries (KdV) equation as an example to introduce the procedure of finding bilinear form, bilinear BT, Lax pairs and infinite conservation laws by using the Bell polynomials approach [12,13].

The KdV equation, given here in canonical form [12],
\[
\frac{u_t + 6uu_x + u_{xxx}}{u_t + 6uu_x + u_{xxx}} = 0,
\]
is widely recognized as a paradigm for the description of weakly nonlinear long waves in many branches of physics and engineering.

#### 3.1. Bilinear representation

KdV equation (3.1) is invariant under the following scale transformation
\[
x \rightarrow \lambda x, \quad t \rightarrow \lambda^3 t, \quad u \rightarrow \lambda^{-2} u,
\]
in terms of which a potential field $q$ can be introduced by setting
\[
u = cq_{2x},
\]
with $c$ being free constant to be the appropriate choice such that KdV equation (3.1) connects with $P$-polynomials (2.8).

In terms of transformation (3.3), KdV equation (3.1) is rewritten in the form
\[
E(q) \equiv q_{xt} + (q_{4x} + 3c^2q_{6x}) = 0,
\]
which can be cast into the following $P$-polynomials expression
\[
E(q) \equiv P_{x,t}(q) + P_{4x}(q) = 0,
\]
by setting $c = 1$.

Under the change of dependent variable
\[
q = 2 \ln F \iff u = q_{2x} = 2 \ln(F)_{2x},
\]
$P$-polynomials expression (3.5) directly produces the bilinear representation of KdV equation (3.1)
\[
(D_0D_t + D_x^3)F \cdot F = 0.
\]

#### 3.2. Bilinear BT and Lax pair

Suppose that $q = 2 \ln G$ and $q' = 2 \ln F$ are two different solutions of Eq. (3.4), respectively. On introducing two new variables
\[
v = (q' - q)/2 \ln(F/G), \quad w = (q' + q)/2 \ln(FG),
\]
we associate the two-field condition
\[
E(q') - E(q) = E(w + v) - E(w - v) = 2(v_{xt} + 4v_{x4} + 6v_{x6}w_{2x})
\]
\[
= 2b_0[\mathcal{A}(v, w) + \mathcal{A}_x(v, w)] + \mathcal{A}(v, w) = 0,
\]
with $\mathcal{A}(v, w) = 6(v_{x2}w_{2x} - v_{x6}w_{2x} - v_{x6}w_{2x} - v_{x2}w_{2x})$.

In order to find the bilinear BT of the KdV equation (3.1), the next step is to decompose the two-field condition (3.9) into a pair of equations in the form of linear combinations of $\mathcal{Y}$-polynomials. It suffices to impose a constraint (2.11a) on $v$ and $w$ of lowest possible order (or weight).

The simplest possible choice of such a constraint may be
\[
\mathcal{Y}_{2x}(v, w) \equiv w_{2x} + v_t^2 = \lambda,
\]
on account of which, $\mathcal{A}(v, w)$ can be rewritten as the $x$-derivative of a $\mathcal{Y}$-polynomial
\[
\mathcal{A}(v, w) = 6\lambda v_{2x} = 2b_0[3\lambda \mathcal{Y}_x(v)].
\]

Then, combining the relations (3.9)–(3.11), we deduce a $\mathcal{Y}$-polynomials BT
\[
\mathcal{Y}_{2x}(v, w) = \lambda = 0,
\]
\[
\frac{\partial_t \mathcal{Y}_x(v) + \partial_{x}[\mathcal{Y}_{2x}(v, w) + 3\lambda \mathcal{Y}_x(v)] = 0},
\]
where the second Eq. (3.12b) is useful to construct conservation laws later. By application of the identity (2.5), the system (3.12) immediately leads to the bilinear BT
\[
(D_t^2 - \lambda)F \cdot G = 0,
\]
\[
(D_t + D_x^3 + 3\lambda D_x - \mu)F \cdot G = 0,
\]
with $\mu$ an arbitrary constant.
Moreover, it follows from the formulae (2.13) that
\[
\dot{\mathcal{I}}(v) = \frac{\psi_t}{\psi}, \quad \mathcal{I}_{2x}(v, w) = q_{2x} + \frac{\psi_{2x}}{\psi},
\]
\[
\mathcal{I}_{3x}(v, w) = 3q_{2x} \frac{\psi_t}{\psi} + \frac{\psi_{3x}}{\psi},
\]
in terms of which, the $\psi$-polynomials system (3.12) is then linearized into a system with double parameters $\lambda$ and $\mu$
\[
\psi_{2x} + (u - \lambda)\psi = 0, \quad (3.15a)
\]
\[
\psi_t + 3(\psi + \mu)\psi - \mu \psi = 0, \quad (3.15b)
\]
with the $q_{2x}$ replaced by $u$.

It can be proved that the compatibility condition $\psi_{2x,t} = \psi_{t,2x}$ just gives rise to KdV equation (3.1). Thus, system (3.15) can be regarded as the Lax pair of KdV equation (3.1).

3.3. Infinite conservation laws

The conservation laws actually have been hinted in the $\psi$-polynomials system (3.12). By introducing a new potential function
\[
\eta = \frac{q_x' - q_x}{2},
\]
it follows from the relation (3.8) that
\[
v_x = \eta, \quad w_x = q_x + \eta.
\]
Substituting (3.17) into (3.12), we get a Riccati-type equation
\[
\eta_x + \eta^2 + u - \lambda = 0, \quad (3.18)
\]
and a divergence-type equation
\[
\eta_t + \partial_i(\eta_{2x} - 2\eta^3 + 6\eta^2 \eta) = 0, \quad \lambda = \epsilon^2. \quad (3.19)
\]
To proceed, inserting the expansion
\[
\eta = \epsilon + \sum_{n=1}^{\infty} \mathcal{F}_n(u, u_x, \ldots) \epsilon^{-n},
\]
into (3.18) and equating the coefficients for the power of $\epsilon$, we then obtain the recursion relations for the conserved densities
\[
\mathcal{F}_1 = -\frac{1}{2} u, \quad (3.21a)
\]
\[
\mathcal{F}_2 = -\frac{1}{2} \mathcal{F}_{1,x} = \frac{1}{4} u_x, \quad (3.21b)
\]
\[
\mathcal{F}_3 = -\frac{\mathcal{F}_1^2}{2} - \frac{1}{2} \mathcal{F}_{2,x} = -\frac{1}{8} (u_{2x} + u^2), \quad (3.21c)
\]
\[
\ldots, \quad (3.21d)
\]
\[
\mathcal{F}_{n+1} = -\frac{1}{2} \left[ \mathcal{F}_{n,x} + \sum_{k=1}^{n} \mathcal{F}_k \mathcal{F}_{n-k} \right], \quad n = 3, 4, \ldots \quad (3.21e)
\]
Again substituting (3.20) into (3.19) yields
\[
\sum_{n=1}^{\infty} \mathcal{F}_{n,t} \epsilon^{-n} + \partial_i \left[ \sum_{n=1}^{\infty} \mathcal{F}_{n,2x} \epsilon^{-n} - 2 \left( \epsilon + \sum_{n=1}^{\infty} \mathcal{F}_n \epsilon^{-n} \right) \right] + 6\epsilon^2 \left( \epsilon + \sum_{n=1}^{\infty} \mathcal{F}_n \epsilon^{-n} \right) = 0, \quad (3.22)
\]
which provides us with an infinite consequence of conservation laws
\[
\mathcal{F}_{n,t} + \mathcal{F}_{n,x} = 0, \quad n = 1, 2, \ldots \quad (3.23)
\]
In Eq. (3.23), the conserved densities $\mathcal{F}_n$s are given by formula (3.21), while the fluxes $\mathcal{F}_n$'s are given by recursion formulas explicitly
\[
\mathcal{F}_1 = -\frac{1}{2} u_{2x} - \frac{3}{2} u^2, \quad (3.24a)
\]
\[
\mathcal{F}_2 = \frac{1}{4} u_{3x} + \frac{3}{2} u_u, \quad (3.24b)
\]
\[
\mathcal{F}_3 = -\frac{5}{8} u^4 - u u_{2x} - \frac{1}{8} u_{4x} - \frac{1}{2} u^3, \quad (3.24c)
\]
\[
\ldots, \quad (3.24d)
\]
\[
\mathcal{F}_n = \mathcal{F}_{n,2x} - 6 \sum_{k=1}^{n} \mathcal{F}_k \mathcal{F}_{n-k} \mathcal{F}_k. \quad (3.24e)
\]
The first equation of conservation law Eq. (3.23) is exactly the KdV equation (3.1).

Compared with the Hirota method to derive the bilinear forms, bilinear BTs, Lax pairs, and infinite conservation laws of the soliton equations, the Bell polynomials approach employed here is shown to be more direct and systematic, which establishes a deep relation between the integrabilities of soliton equations and Bell polynomials. Based on the Bell polynomials approach, in the following sections, we will develop a Maple program for finding bilinear forms, bilinear BTs, Lax pairs and conservation laws of the KdV-type equation.

4. Bilinearization: algorithm and Maple program

In this section, we will develop a Maple program PDEBellIII to construct bilinear forms of soliton equations based on the use of Bell polynomials.

4.1. Algorithm

Consider a $(N + 1)$-dimensional soliton equation
\[
\Delta (u, u_{i_1}, u_{i_2}, \ldots, u_{i_N}, u_{i_{N+1}}, \ldots) = 0, \quad 0 \leq i, j \leq N, \quad (4.1)
\]
in which $u = u(x_0, x_1, \ldots, x_N)$, $x_0$ usually denotes time variable $t$, $u_{i_0}$ denotes the partial derivatives with respect to independent variable $x_0$.

1. Identify the set of independent variables $\{x_0, x_1, \ldots, x_N\}$ and dependent variables $\{u\}$ as well as its differential orders to each independent variable in the given soliton equation. If the coefficients of the given soliton equation are not constants, the set of these coefficients $\{a_i, i = 1, \ldots, l\}$ is also given. The relations satisfied by these coefficients will be determined in step 5.

2. Detect whether the given equation satisfies the homogeneous balance principle. Assuming that
\[
\Delta \equiv \phi^{p_1 + \cdots + p_N} \phi \phi_x^{p_1} \cdots \phi_x^{p_N} + \phi, \quad \phi \equiv \phi(x_1, \ldots, x_N), \quad (4.2)
\]
satisfy Eq. (4.1), on account of which, substituting (4.2) into Eq. (4.1), then negative integers $p_1, \ldots, p_N$ can be determined by balancing the highest-order linear derivative term and the highest-order nonlinear terms in the resulting equation. For the cases where any $p_i (1 \leq i \leq N)$ is negative or a fraction or $p_1, \ldots, p_N$ cannot be worked out, the algorithm terminates.

3. Determine the appropriate variable transformation. On introducing a new potential field $q$ by setting
\[
u = \epsilon \phi^{p_1 + \cdots + p_N} \phi \phi_x^{p_1} \cdots \phi_x^{p_N} + \phi, \quad \phi \equiv \phi(x_1, \ldots, x_N), \quad (4.3)
\]
with $c$ being a free constant to be the appropriate choice such that the resulting equation connects with $P$-polynomials (2.8). After substituting variable transformation (4.3) into Eq. (4.1), the resulting equation is customarily called the dimensionless field equation.
4. Determine the order of the highest-order linear derivative term, and generate a set of polynomials which include $P$-polynomials or $\mathcal{P}$-polynomials whose order is less than or equal to maximal order. For instance, if the highest-order linear derivative term is $q_n x_n$, then the set of $\mathcal{P}$-polynomials is $\{\mathcal{P}_m[n_1, m_2 x_2, \ldots, n_N x_N] (q)\}$ with $m_i \leq n_i$.

5. This step contains two kinds of polynomials matching the process: $P$-polynomials and $\mathcal{P}$-polynomials.

(a) Check whether the dimensionless field equation can be cast into a combination form of $P$-polynomials. If it succeeds, turn to 5c. Otherwise, turn to 5b.

(b) Check whether the dimensionless field equation can be cast into a combination form of $\mathcal{P}$-polynomials. If it succeeds, turn to 5c. Otherwise, turn to 5d.

(c) Give out the $P$-polynomials expression $E(q)$ or $\mathcal{P}$-polynomials expression along with associated bilinear representation. Meanwhile, determine the value of $c$ in Eq. (4.3) and return the current equation. If the coefficients of the given soliton equation are not constants, the relations satisfied by these coefficients along with $c$ will also be determined in this step.

(d) Integrate the current equation with respect to $x$. If the obtained equation has no integral term, go back to 5a. If any integral term exists, the algorithm terminates.

Remark 4.1. In step 5, some additional constraint conditions might be imposed by using $P$-polynomials or $\mathcal{P}$-polynomials. The rule of choosing constraint conditions is that the linear combination form of $P$-polynomials or $\mathcal{P}$-polynomials is as simple as possible and the order of any term is not more than 3 as a rule of thumb.

4.2. Maple program

We have developed an automated Maple program PDEBellII to implement the algorithm described above. For global parameters for program PDEBellII refer to Table A.1.

The program is initialized by the command:

```
> with(PDEBellII):
```

The main procedure is Get_Bell(eq, num), in which the parameter eq represents the soliton equation to be handled, num denotes the number of $\mathcal{P}_p$. All sub-procedures called in this procedure are described in the following:

- **Homogen_Balance(eq)**: Introduces a new variable new_devar to the equation eq by homogeneous balance method and gives the new equation Eq.

- **NewEq(eq, a)**: Integrates the equation eq whose dependent variable is a with respect to x.

- **H_Order(eq)**: For the specified equation eq, obtains the differential order sequence of the highest-order derivative item with respect to all the independent variables.

- **P_Match(eq, indev)**: Checks whether the current equation eq can be written as a linear combination of related $P$-polynomials which takes indev as the independent variables. If it succeeds, it outputs the matched results with the corresponding bilinear representation of eq and returns value 0. Otherwise it returns value 1.

- **Y_Match(eq, indev)**: Checks whether the current equation eq can be written as a linear combination of related $\mathcal{P}$-polynomials which takes indev as the independent variables. If it succeeds, it outputs the matched results with the corresponding bilinear representation of eq and returns value 0. Otherwise it returns value 1.

Other program commands and corresponding parameters are given in the following listing:

- **BellPoly(dev, indev::sequential, order::sequential)**: With dev as dependent variable, indev as independent variables, generates Bell polynomials of specified order sequence order.

  ```
  > BellPoly(Y, [t, x], [1, 1]);
  ```

  The corresponding output is

  $B_{x,t}(Y) = \left(\frac{\partial^2}{\partial x \partial t} Y\right) + \left(\frac{\partial}{\partial x} Y\right) \left(\frac{\partial}{\partial t} Y\right)$.

- **YPoly(devs::sequential, indev::sequential, order::sequential)**: With devs as dependent variables, indev as independent variables, generates a set of $\mathcal{P}$-polynomials of specified order sequence order.

  ```
  > YPoly([v, w], [t, x], [1, 2]);
  ```

  The corresponding output is

  \[
  \mathcal{P}_{1,2}(v, w) = \left(\frac{\partial^3}{\partial x^2 \partial t} v\right) + 2\left(\frac{\partial^2}{\partial x \partial t^2} w\right) \left(\frac{\partial}{\partial x} v\right)
  \]

  \[
  + \left(\frac{\partial}{\partial t} v\right) \left(\frac{\partial^2}{\partial x^2} w\right) + \left(\frac{\partial}{\partial t} v\right) \left(\frac{\partial}{\partial x} w\right)^2.
  \]

- **PPoly(dev, indev::sequential, order::sequential)**: With dev as dependent variable, indev as independent variables, generates a $P$-polynomial of specified order sequence order.

  ```
  > PPoly(q, [t, x], [1, 1]);
  ```

  The corresponding output is

  \[
  P_{3,1}(q) = \left(\frac{\partial^4}{\partial x \partial t^3} q\right) + 3\left(\frac{\partial^2}{\partial t^2} q\right) \left(\frac{\partial^2}{\partial x \partial t} q\right).
  \]

- **YPolyset(devs::sequential, indev::sequential, order::sequential)**: With devs as dependent variables, indev as independent variables, generates a set of $\mathcal{P}$-polynomials of specified order sequence order. The sum of the differential order sequence of any polynomial in the set with respect to all the independent variables is less than or equal to that of sequence order.

  ```
  > YPolyset([v, w], [t, x], [1, 1]);
  ```

  The corresponding output is

  \[
  \mathcal{P}_{0,3}(v, w) = \left(\frac{\partial}{\partial x} v\right), \mathcal{P}_{2,1}(v, w) = \left(\frac{\partial^2}{\partial x^2} w\right) + \left(\frac{\partial}{\partial x} v\right)^2,
  \]

  \[
  \mathcal{P}_{1,0}(v, w) = \left(\frac{\partial}{\partial t} v\right), \mathcal{P}_{2,1}(v, w) = \left(\frac{\partial^2}{\partial t^2} w\right) + \left(\frac{\partial}{\partial t} v\right)^2,
  \]

  \[
  \mathcal{P}_{0,3}(v, w) = \left(\frac{\partial^2}{\partial x \partial t^2} w\right) + \left(\frac{\partial}{\partial t} v\right) \left(\frac{\partial}{\partial x} w\right).
  \]

- **PPolyset(dev, indev::sequential, order::sequential)**: With dev as dependent variable, indev as independent variables, generates a set of bilinear operators related to the set of $P$-polynomials PPolyset(dev, indev, order).

  ```
  > PPolyset(q, [t, x], [1, 1]);
  ```

  The corresponding output is

  \[
  P_{0,2,1}(q) = \left(\frac{\partial^2}{\partial x \partial t} q\right), P_{2,1}(q) = \left(\frac{\partial^2}{\partial t^2} q\right).
  \]

- **P_Operator(dev, indev::sequential, order::sequential)**: Generates a set of bilinear operators related to the set of $P$-polynomials PPolyset(dev, indev, order).

  ```
  > P_Operator(q, [t, x], [1, 1]);
  ```
the corresponding output is
\[
\left\{ P_{0,2}(q) = D_q^2 F \cdot F, P_{x,1}(q) = D_x D_q F \cdot F, P_{2t,0}(q) = D_q^2 F \cdot F \right\}.
\]

- **Y_Operator**(devs::sequential, indev::sequential, order::sequential): Generates a set of bilinear operators related to the set of \( P \)-polynomials.

```plaintext
> Y_Operator([v,w],[t,x],[1,1]);
```

the corresponding output is
\[
\left\{ \Psi_{0,v}(v,w) = D_v F \cdot G, \Psi_{0,w}(v,w) = D_w D_v F \cdot G, \Psi_{x,v}(v,w) = D_v D_q F \cdot G, \Psi_{x,w}(v,w) = D_w D_q F \cdot G. \right\}
\]

- **orders**(s::sequential): Generates a set of number sequences in which the sum of all the numbers is less than or equal to the sum of all the numbers in sequence s.

```plaintext
> orders([1,2]);
```

the corresponding output is
\[
[[0,0], [0,1], [0,2], [0,3], [1,0], [1,1], [1,2], [2,0], [2,1], [3,0]].
\]

- **listOrders**(s::sequential): Generates a set of number sequences in which each number is less than or equal to the corresponding number in sequence s.

```plaintext
> listOrders([1,2]);
```

the corresponding output is
\[
[[0,0], [0,1], [0,2], [1,0], [1,1], [1,2]].
\]

### 4.3. Illustrative examples

The program *PDEBellIII* can be used to handle several different kinds of soliton equations, which includes (1 + 1)-dimensional, (1 + 2)-dimensional, (1 + 3)-dimensional soliton equations, variable coefficient soliton equations, and soliton equations with integration terms.

**Example 4.3.1. KdV equation** [5]

\[
u_t + 6uu_x + u_{3x} = 0.
\]

The input and corresponding output are:

```plaintext
> with(PDEBellIII):
> alias(u=u(x,t)):
> KdV:=diff(u,t)+6*u*diff(u,x)+diff(u,x$3):
> Get_Bell(KdV,3);
```

the corresponding output is:

```
\[
\text{Example 4.3.2. Boussinesq equation} \ [5] \\
u_{2t} + (u^2)_{2x} - u_{4x} = 0. \quad (4.5)
\]

The input is similar to the KdV case, therefore, we only give the output:

This equation can be related to a new equation by setting

\[
u = c \frac{\partial^2 q}{\partial x^2}
\]

and the new equation is

\[
\left( \frac{\partial^2 q}{\partial t^2} \right) - \left( \frac{\partial^4 q}{\partial x^2^2} \right) + c \left( \frac{\partial^2 q}{\partial x^2} \right) = 0.
\]

Under the constraint condition:

\[
c = -3.
\]

The new equation can be written in the linear combination of \( P \)-polynomials

\[
P_{2t,0}(q) - P_{0,4x}(q) = 0.
\]

The bilinear form of this equation is

\[
(D_q^2 - D_v^2) F \cdot F = 0.
\]

**Example 4.3.3. The program PDEBellIII can be applied into the variable coefficient soliton equations, such as variable coefficient fifth-order KdV equation** [37]

\[
u_t + u_{5x} + \gamma uu_{3x} + \beta u_x u_{2x} + \alpha u^2 u_x = 0, \quad (4.6)
\]

the corresponding output is:

This equation can be related to a new equation by setting

\[
u = c \frac{\partial^2 q}{\partial x^2}
\]

and the new equation is

\[
\left( \frac{\partial^2 q}{\partial t^2} \right) + \left( \frac{\partial^6 q}{\partial x^6} \right) + \gamma c \left( \frac{\partial^4 q}{\partial x^4} \right) \left( \frac{\partial^2 q}{\partial x^2} \right) \\
- \frac{\gamma c}{2} \left( \frac{\partial^3 q}{\partial x^3} \right)^2 + \beta c \frac{\partial^1 q}{\partial x^2} + \frac{\alpha c^2}{3} \left( \frac{\partial^2 q}{\partial x^2} \right)^3 = 0.
\]

Under the constraint condition:

\[
c = \frac{15}{\gamma}.
\]

The new equation can be written in the linear combination of \( P \)-polynomials

\[
P_{0,6x}(q) + P_{1,3}(q) = 0.
\]

The bilinear form of this equation is

\[
(D_q^6 + D_q D_v) F \cdot F = 0.
\]

**Example 4.3.4. The extended KdV equation** [38]

\[
u_t + u_x + \alpha (6u u_x + u_{3x}) \\
+ u^2(u_{3x} + 15uu_{3x} + 15u_x u_{2x} + 45u^2 u_x) = 0, \quad (4.7)
\]

the corresponding output is:

This equation can be related to a new equation by setting

\[
u = c \frac{\partial^2 q}{\partial x^2}
\]
and the new equation is
\[
\left( \frac{\partial^2}{\partial \alpha \partial t} q \right) + \left( \frac{\partial^2}{\partial x^2} q \right) + 3\alpha c \left( \frac{\partial^2}{\partial x^2} q \right)^2 + \alpha \left( \frac{\partial^2}{\partial x^2} q \right) \\
+ 15\alpha c^2 c^2 \left( \frac{\partial^2}{\partial x^2} q \right)^3 + 15\alpha^2 c \left( \frac{\partial^2}{\partial x^2} q \right)^2 \left( \frac{\partial^2}{\partial x^2} q \right) \\
+ \alpha^2 \left( \frac{\partial^2}{\partial x^2} q \right) = 0.
\]
Under the constraint condition:
\[c = 1.\]
The new equation can be written in the linear combination of \( P \)-polynomials
\[P_{0,2x}(q) + \alpha P_{0,4x}(q) + \alpha^2 P_{0,6x}(q) + P_{1,x}(q) = 0.\]
The bilinear form of this equation is
\[(D_t D_x + D_x^4 + 3D_x^2) F \cdot F = 0.\]

**Example 4.3.5.** The program PDEBellIII can also be applied into soliton equations with integration terms, such as the shallow water waves equation [39]
\[u_t - u_{2x,t} - 3uu_t - 3u_x \int u_s dx + u_s = 0, \quad (4.8)\]
the corresponding outputs are:
This equation can be related to a new equation by setting
\[u = \frac{\partial^2}{\partial x^2} q,\]
and the new equation is
\[\left( \frac{\partial^2}{\partial x^2} q \right) - \left( \frac{\partial^4}{\partial x^4} q \right) - 3c \left( \frac{\partial^2}{\partial x^2} q \right) \left( \frac{\partial^2}{\partial x^2} q \right) + \left( \frac{\partial^2}{\partial x^2} q \right) = 0.
\]
Under the constraint condition:
\[c = 1.\]
The new equation can be written in the linear combination of \( P \)-polynomial
\[P_{1,x,0}(q) + P_{0,4x,0}(q) + 3P_{0,0,2y}(q) = 0.\]
The bilinear form of this equation is
\[(D_t D_x + D_x^4 + 3D_x^2) F \cdot F = 0.\]

**Example 4.3.7.** \((2 + 1)\)-dimensional Sawada–Kotera (SK) equation [40]
\[u_t - u_{5x} - 5u_t u_{2x} - 5uu_{2x} - 5u^2 u_x - 5u_{2x,y} - 5uu_y + 5 \int u_{2y} dx - 5u_x \int u_t dx = 0, \quad (4.10)\]
the corresponding outputs are:
This equation can be related to a new equation by setting
\[u = \frac{\partial^2}{\partial x^2} q,\]
and the new equation is
\[\left( \frac{\partial^2}{\partial x^2} q \right) - \left( \frac{\partial^4}{\partial x^4} q \right) - 5c \left( \frac{\partial^4}{\partial x^4} q \right) \left( \frac{\partial^2}{\partial x^2} q \right) - \frac{5c^2}{3} \left( \frac{\partial^2}{\partial x^2} q \right)^3 \\
- 5\left( \frac{\partial^2}{\partial x^2} q \right) + 5 \left( \frac{\partial^2}{\partial y^2} q \right) - 5c \left( \frac{\partial^2}{\partial x^2} q \right) \left( \frac{\partial^2}{\partial x^2} q \right) \left( \frac{\partial^2}{\partial x^2} q \right) = 0.
\]
Under the constraint condition:
\[c = 3.\]
The new equation can be written in the linear combination of \( P \)-polynomial
\[5P_{0,2x,0}(q) - 5P_{0,3x,0}(q) - P_{0,6x,0}(q) + P_{1,x,0}(q) = 0.\]
The bilinear form of this equation is
\[(5D_t^2 - 5D_t^3D_x - D_x^3 + D_x^4) F \cdot F = 0.\]

**Example 4.3.8.** \((3 + 1)\)-dimensional KP equation [41]
\[u_{x,t} + 6u_x^2 + 6uu_{2x} + u_{4x} + 3u_{2y} = 0, \quad (4.11)\]
the corresponding outputs are:
This equation can be related to a new equation by setting
\[u = \frac{\partial^2}{\partial x^2} q,\]
and the new equation is
\[\left( \frac{\partial^2}{\partial x^2} q \right) + 3c \left( \frac{\partial^2}{\partial x^2} q \right)^2 + \left( \frac{\partial^2}{\partial x^2} q \right) + 3 \left( \frac{\partial^2}{\partial y^2} q \right) = 0.
\]
Under the constraint condition:
\[c = -1.\]
The new equation can be written in the linear combination of \( P \)-polynomial
\[P_{0,x,0}(q) - P_{0,4x,0}(q) - P_{0,0,2y}(q) - P_{0,0,0,2z}(q) = 0.\]
The bilinear form of this equation is
\[(D_t D_x - D_x^4 - D_y^4 - D_z^2) F \cdot F = 0.\]
Example 4.3.9. (3 + 1)-dimensional Jimbo–Miwa (JM) equation [41]
\[ u_{3x,y} + 3u_y u_{3,y} + 3u_y u_{3x} + 2u_{y,t} - 3u_{x,z} = 0, \] (4.12)
the corresponding outputs are:

This equation can be related to a new equation by setting
\[ u = c \frac{\partial}{\partial x} \phi \]
and the new equation is
\[ 3c \left( \frac{\partial^2}{\partial x^2} \phi \right) + \left( \frac{\partial^4}{\partial x^2 \partial y^2} \phi \right) + 2 \left( \frac{\partial^2}{\partial y \partial t} \phi \right) - 3 \left( \frac{\partial^2}{\partial x \partial z} \phi \right) = 0. \]
Under the constraint condition:
\[ c = 1. \]
The new equation can be written in the linear combination of \( p \)-polynomial
\[ P_0,3x,y,0(q) + 2P_{0,y,0,0}(q) - 3P_{0,x,z}(q) = 0. \]
The bilinear form of this equation is
\[ (D_x^2 D_y + 2D_x D_y - 3D_x D_y)F \cdot G = 0. \]

Example 4.3.10. The program PDEBellIII can also be applied to mKdV-type equations, such as mKdV equation [5]
\[ u_t + 6u_x u_x + u_{3x} = 0, \] (4.13)
the corresponding outputs are:
This equation can be related to a new equation by setting
\[ u = c \frac{\partial}{\partial x} v \]
and the new equation is
\[ \left( \frac{\partial}{\partial t} v \right) + 2c^2 \left( \frac{\partial}{\partial x} v \right)^3 + \left( \frac{\partial^3}{\partial x^3} v \right). \]
We introduce the new constraint:
\[ c^2 = -1. \]
The new equation can be written in the linear combination of \( \mathcal{Y} \)-polynomial
\[ \mathcal{Y}_{0,2x}(v, w) = 0 \]
\[ \mathcal{Y}_{0,3x}(v, w) + \mathcal{Y}_{c,0}(v, w) = 0. \]
The bilinear form of this equation is
\[ D_x^2 F \cdot G = 0 \]
\[ (D_x^3 + D_x)F \cdot G = 0. \]

5. Bilinear BTs, Lax pairs and conservation laws: algorithm and Maple program

It is well known that bilinear BTs, Lax pairs and infinite conservation laws can characterize the integrability of soliton equations. Compared with the program that was used to find bilinear forms, to the best knowledge of the authors, there have been no programs to derive the bilinear BTs, Lax pairs and infinite conservation laws of soliton equations. The difficulty is that the procedure of finding bilinear BTs needed rich practical experience and complicated mathematical skills. Fortunately, compared with the Hirota method, the Bell polynomials approach is a more direct procedure in finding bilinear BTs of KdV-type equations, and it is very easy to follow. In this section, based on the Bell polynomials approach, we further improve our program PDEBellIII to find the bilinear BTs, Lax pairs and conservation laws of the KdV-type equations.

5.1. Algorithm

Our algorithm focuses on the soliton equations which can be written as \( P \)-polynomials expression \( E(q) \). From the Section 3.2, the two-field condition can be written in the form
\[ E(q') - E(q) = E(w + v) - E(w - v) = 0, \] (5.1)
on account of which, the bilinear BTs can be obtained by decomposing (5.1) into a pair of \( \mathcal{Y} \)-polynomials expression.

1. Figure out the order \( n_i \) of the highest-order derivative term \( q_{a,b,i} \) in Eq. (5.1), and generate a set of \( \mathcal{Y} \)-polynomials which the differential order sequence of any polynomial \( P_{n_1, \ldots, n_k}(v, w) \) in the sets satisfies that \( \sum_{i=1}^k n_i = n_i - 1 \).
2. Split Eq. (5.1) into two parts: \( \mathcal{Y}(v, w) \) matched with the first derivative of the linear combination of \( \mathcal{Y} \)-polynomials appearing in step 1 with respect to \( t \) or \( x \), and the rest denoted by \( \mathcal{R}(v, w) \).
3. Introduce appropriate constraint (linear combination of \( \mathcal{Y} \)-polynomials) to ensure that \( \mathcal{R}(v, w) \) can be expressed as a linear combination form of \( \mathcal{Y} \)-polynomials with respect to \( t \) or \( x \). The rule of choosing constraints is that the linear combination of \( \mathcal{Y} \)-polynomials is as simple as possible. As a rule of thumb, the order of the \( \mathcal{Y} \)-polynomial is less than or equal to 3. If it succeeds, turn to 4. Otherwise, the algorithm terminates.
4. Give the Bäcklund transformation in the form of \( \mathcal{Y} \)-polynomials and bilinear representations.
5. Linearize the Bäcklund transformation into Lax pairs.
6. By introducing appropriate transformation, rewrite the \( \mathcal{Y} \)-polynomials Bäcklund transformation as a Riccati-type equation and a divergence-type equation. In terms of the series expansion method, obtain the infinite conservation laws.

5.2. Maple program

We further improve program PDEBellIII to implement the algorithm described above.

The sub-procedure called in this procedure is described in the following:

- **Bäcklund_Lax_Conservation(eq, indev):** For the specified equation \( eq \) whose independent variables are \( indev \), gives the bilinear Bäcklund transformation, Lax pair and infinite conservation laws. Some appropriate constraint conditions may need to be introduced during the computation.
- Other program commands and corresponding parameters are given in the following listing:

  - **YExp(devs::sequential, indev::sequential, order::sequential):** With \( devs \) as dependent variables, \( indev \) as independent variables, generates the linear representation of an \( \mathcal{Y} \)-polynomial of specified order sequence \( order \).
  ```maple
  > YExp([v, w], [t, x], [1, 1]);
  ```
  the corresponding output is
  \[ \left( \frac{\partial^2}{\partial x \partial t} \phi \right) + \left( \frac{\partial^2}{\partial x \partial t} \phi \right). \]
**YExpset(devs::sequential, inderv::sequential, order::sequential):** With devs as dependent variable, inderv as independent variables, generates a set of linear representations of \( \mathcal{P} \)-polynomials of specified order sequence order. The sum of the differential order sequence of any \( \mathcal{P} \)-polynomial with respect to all the independent variables is less than or equal to that of sequence order.

\[
\mathcal{YExpset}(\{v, w\}, [t, x], [1, 1])
\]

The corresponding output is

\[
\begin{align*}
\mathcal{Y}_{0,0}(v, w) &= \frac{\partial \phi}{\partial \phi} + \frac{\partial^2 \phi}{\partial^2 \phi}, \\
\mathcal{Y}_{0,1}(v, w) &= \frac{\partial \phi}{\partial \phi} + \frac{\partial^2 \phi}{\partial t \partial \phi}, \\
\mathcal{Y}_{0,2}(v, w) &= \frac{\partial \phi}{\partial \phi} + \frac{\partial^2 \phi}{\partial^2 \phi}.
\end{align*}
\]

**Conservation_Law(eq1, eq2, n):** Constructs the infinite conservation laws of input equation according to eq1 and eq2 with respect to specified number n. All conserved densities and fluxes are given with explicit recursion formulas and accurate expressions.

5.3. **Illustrative examples**

The program PDEBellIII can be used to derive the bilinear BTs and Lax pairs of the KdV-type equation. In particular, the conservation laws can also be given if the \( \mathcal{P} \)-polynomials BTs can be transformed into a Riccati-type equation and a divergence-type equation, such as the KdV equation and KP equation.

**Example 5.3.1.** Boussinesq equation 4.3.2, the corresponding outputs are:

***Bäcklund transformation***

After pretreatment, a new equation is:

\[
-2 \left( \frac{\partial^4 \phi}{\partial t \partial \phi} \right) - 12 \left( \frac{\partial^2 \phi}{\partial^2 \phi} \right) \left( \frac{\partial^2 \phi}{\partial \phi \partial \phi} \right) + 2 \left( \frac{\partial^2 \phi}{\partial^2 \phi} \right). \tag{5.2}
\]

With

\[
C = \sqrt[3]{3}, \quad -\sqrt[3]{3}.
\]

We introduce the new constraint:

\[
\left( \frac{\partial}{\partial t} \right) + C \left( \left( \frac{\partial^2 \phi}{\partial t \partial \phi} \right) + \left( \frac{\partial \phi}{\partial t} \right) \right)^2 = 0. \tag{5.4}
\]

It can be written in the linear combination of \( \mathcal{P} \)-polynomial:

\[
\begin{align*}
C \mathcal{Y}_{0,2}(v, w) + \mathcal{Y}_{0,1}(v, w) &= 0 \\
\mathcal{Y}_{0,3}(v, w) + C \mathcal{Y}_{0,3}(v, w) &= 0.
\end{align*}
\]

The Bäcklund transformation is:

\[
\begin{align*}
(CD_x^2 + D_t)F &\cdot G = 0 \\
(D_x^2 + CD_x)F &\cdot G = 0.
\end{align*}
\]

The Lax pair is:

\[
\begin{align*}
\mathcal{C} \left( \frac{\partial^2 \phi}{\partial x^2} \right) - \frac{C\phi u}{3} + \left( \frac{\partial}{\partial t} \right) - \lambda \phi &= 0, \\
\left( \frac{\partial^2 \phi}{\partial x^2} \right) - u \left( \frac{\partial}{\partial x} \phi \right) + \mathcal{C} \left( \frac{\partial^2 \phi}{\partial x \partial t} \right) + \mathcal{C} \left( \frac{\partial^2 \phi}{\partial \partial x t} \right) \phi &= 0.
\end{align*}
\]

**Example 5.3.2.** Variable coefficient fifth-order KdV equation 4.3.3, the corresponding outputs are:

***Bäcklund transformation***

After pretreatment, a new equation is:

\[
\begin{align*}
2 \left( \frac{\partial^6 \phi}{\partial x^6} \right) + 30 \left( \frac{\partial^4 \phi}{\partial x^4} \right) \left( \frac{\partial^2 \phi}{\partial x^2} \right) + 30 \left( \frac{\partial^4 \phi}{\partial x^4} \right) \left( \frac{\partial^2 \phi}{\partial x^2} \right) \\
+ 90 \left( \frac{\partial^2 \phi}{\partial x^2} \right) \left( \frac{\partial^2 \phi}{\partial x^2} \right) + 30 \left( \frac{\partial^2 \phi}{\partial x^2} \right)^3 + 2 \left( \frac{\partial^2 \phi}{\partial x^2 t} \right) \\
&= 0. \tag{5.5}
\end{align*}
\]

We introduce the new constraint:

\[
-2 \gamma \left( \frac{\partial^3 \phi}{\partial x^3} \right) - \gamma \left( \frac{\partial \phi}{\partial x} \right) \left( \frac{\partial^2 \phi}{\partial x^2} \right) - \gamma \left( \frac{\partial \phi}{\partial x} \right) \left( \frac{\partial^2 \phi}{\partial x^2} \right) + \gamma \left( \frac{\partial \phi}{\partial x} \right) \left( \frac{\partial^2 \phi}{\partial x^2} \right) - \gamma^2 \phi \\
&= 0. \tag{5.6}
\]

It can be written in the linear combination of \( \mathcal{P} \)-polynomial:

\[
\begin{align*}
\mathcal{Y}_{0,3}(v, w) - \gamma \phi &= 0, \\
\mathcal{Y}_{0,1}(v, w) - 3 \mathcal{Y}_{0,3}(v, w) - 15 \gamma \mathcal{Y}_{0,2}(v, w) &= 0.
\end{align*}
\]

The Bäcklund transformation is:

\[
\begin{align*}
(D_x^3 - \lambda)F &\cdot G = 0 \\
(2D_t - 3D_x^2 - 15 \lambda D_x^2)F &\cdot G = 0.
\end{align*}
\]

The Lax pair is:

\[
\begin{align*}
\left( \frac{\partial^3 \phi}{\partial x^3} \right) + \frac{\lambda u}{5} \left( \frac{\partial \phi}{\partial x} \right) - \lambda \phi &= 0, \\
-2 \gamma \left( \frac{\partial^3 \phi}{\partial x^3} \right) - \gamma \left( \frac{\partial \phi}{\partial x} \right) \left( \frac{\partial^2 \phi}{\partial x^2} \right) - \gamma \left( \frac{\partial \phi}{\partial x} \right) \left( \frac{\partial^2 \phi}{\partial x^2} \right) - \gamma \left( \frac{\partial \phi}{\partial x} \right) \left( \frac{\partial^2 \phi}{\partial x^2} \right) - \gamma^2 \phi \\
&= 0.
\end{align*}
\]

**Example 5.3.3.** Shallow water waves equation 4.3.5, the corresponding outputs are:

***Bäcklund transformation***

After pretreatment, a new equation is:

\[
\begin{align*}
6 \left( \frac{\partial^2 \phi}{\partial x t \partial \phi} \right) - 2 \left( \frac{\partial^2 \phi}{\partial x \partial t} \right) - 6 \left( \frac{\partial^2 \phi}{\partial x \partial t} \right) + 2 \left( \frac{\partial^2 \phi}{\partial x^2} \right) \left( \frac{\partial^2 \phi}{\partial x^2} \right) \\
&= 0. \tag{5.7}
\end{align*}
\]

We introduce the new constraint:

\[
-\gamma \mathcal{Y}_{0,3}(v, w) + \mathcal{Y}_{0,2}(v, w) - \gamma \left( \frac{\partial \phi}{\partial x} \right) - \frac{1}{3} = 0. \tag{5.8}
\]

It can be written in the linear combination of \( \mathcal{P} \)-polynomial:

\[
\begin{align*}
-\gamma \mathcal{Y}_{0,3}(v, w) + \mathcal{Y}_{0,2}(v, w) &= 0, \\
\mathcal{Y}_{0,3}(v, w) - \mathcal{Y}_{0,2}(v, w) &= 0.
\end{align*}
\]

The Bäcklund transformation is:

\[
\begin{align*}
(D_x + \frac{1}{3})F &\cdot G = 0 \\
(D_x + D_t)F &\cdot G = 0.
\end{align*}
\]

The Lax pair is:

\[
\begin{align*}
-3 \gamma \left( \frac{\partial^3 \phi}{\partial x^3} \right) + 3 \left( \frac{\partial^2 \phi}{\partial x \partial t} \right) + 3 \left( \frac{\partial^2 \phi}{\partial x \partial t} \right) - \phi - 3 \lambda \phi &= 0, \\
\left( \frac{\partial \phi}{\partial x} \right) - 3 \gamma \left( \frac{\partial^3 \phi}{\partial x^3} \right) - 3 \left( \frac{\partial^3 \phi}{\partial x^3} \right) &= 0.
\end{align*}
\]
**Example 5.3.4.** (2 + 1)-dimensional SK equation 4.3.7, the corresponding outputs are:

- **Bäcklund transformation**

  After pretreatment, a new equation is:

  \[
  10 \left( \frac{\partial^2}{\partial y^2} v \right) - 30 \left( \frac{\partial^2}{\partial x^2} w \right) \left( \frac{\partial^2}{\partial y \partial x} v \right) - 30 \left( \frac{\partial^2}{\partial y^2} v \right) \left( \frac{\partial^2}{\partial y \partial x} w \right) - 30 \left( \frac{\partial^4}{\partial x^2 \partial y^2} w \right) + 10 \left( \frac{\partial^4}{\partial x^2 \partial y^2} w \right) = 0.
  \]

  We introduce the new constraint:

  \[
  \left( \frac{\partial^3}{\partial x^3} v \right) + 3 \left( \frac{\partial^2}{\partial x^2} w \right) \left( \frac{\partial}{\partial y} v \right) + \left( \frac{\partial}{\partial y} v \right)^3 + \left( \frac{\partial}{\partial y} v \right) - \lambda = 0.
  \]  

  (5.9)

  It can be written in the linear combination of \( x \)-polynomial:

  \[
  \%_{0,0}(v, w) + \%_{3,0}(v, w) = 0
  \]

  \[
  3 \%_{5,0}(v, w) + 2 \%_{0,0}(v, w)
  \]

  \[
  + 15 \lambda \%_{2,0}(v, w) - 15 \%_{2,2}(v, w) = 0.
  \]

  The Bäcklund transformation is:

  \[
  (D_x^2 + D_y - \lambda) F \cdot G = 0
  \]

  \[
  (D_t - 15 \lambda D_x + 15 \lambda D_x^2 + 3D_y^4) F \cdot G = 0.
  \]

  The Lax pair is:

  \[
  u \left( \frac{\partial}{\partial x} \phi \right) + \left( \frac{\partial^2}{\partial x^2} \phi \right) + \left( \frac{\partial}{\partial y} \phi \right) - \lambda \phi = 0
  \]

  \[
  2 \left( \frac{\partial}{\partial t} \phi \right) - 30 \left( \frac{\partial^2}{\partial y \partial x} \phi \right) - 5u \left( \frac{\partial}{\partial y} \phi \right) + 3 \left( \frac{\partial^5}{\partial x^2 \partial y^2} \phi \right) + 15 \lambda \left( \frac{\partial^2}{\partial x^2} \phi \right) + 10 \left( \frac{\partial^3}{\partial x^3} \phi \right) = 0.
  \]

  (5.10)

  **Example 5.3.5.** KdV equation 4.3.1, the corresponding outputs are:

  - **Bäcklund transformation**

  After pretreatment, a new equation is:

  \[
  2 \left( \frac{\partial^2}{\partial x^2} v \right) + 12 \left( \frac{\partial^2}{\partial x^2} w \right) \left( \frac{\partial^2}{\partial x^2} v \right) + 2 \left( \frac{\partial^4}{\partial x^2 v} \right).
  \]

  We introduce the new constraint:

  \[
  \left( \frac{\partial^2}{\partial x^2} w \right) + \left( \frac{\partial}{\partial x} v \right)^2 = \lambda.
  \]

  It can be written in the linear combination of \( v \)-polynomial:

  \[
  \%_{0,0}(v, w) - \lambda = 0
  \]

  \[
  \%_{3,0}(v, w) + \%_{0,0}(v, w) + 3 \lambda \%_{2,0}(v, w) = 0.
  \]

  The Bäcklund transformation is:

  \[
  (D_x^2 - \lambda) F \cdot G = 0
  \]

  \[
  (D_t + 3D_x + 3 \lambda D_x^3) F \cdot G = 0.
  \]

  The Lax pair is:

  \[
  \left( \frac{\partial^2}{\partial x^2} \phi \right) + \left( \frac{\partial}{\partial y} \phi \right) - \lambda \phi = 0
  \]

  \[
  \left( \frac{\partial^3}{\partial x^3} \phi \right) + \left( \frac{\partial}{\partial y} \phi \right) - \lambda \phi = 0.
  \]

  \[
  3 \left( \frac{\partial}{\partial y} \phi \right) - 3 \lambda \left( \frac{\partial}{\partial x} \phi \right) = 0.
  \]

  (5.11)
\[ F_2 = \frac{3}{2} \left( \frac{\partial}{\partial x} u \right)^2 + \frac{3}{2} \int \int \left( \frac{\partial^2}{\partial y^2} u \right) dx \, dx + \left( \frac{\partial^2}{\partial x \partial y} u \right) dx \]

The expressions of \( F_0 \) are:

\[ F_0 = \frac{3}{2} \left( \frac{\partial}{\partial x} u \right), \quad F_1 = - \frac{3}{4} \frac{\partial^2}{\partial x^2} u - \frac{3}{4} \frac{\partial}{\partial y} u \cdot \]

6. Conclusions

In this paper, with the help of the Bell polynomials, a Maple program PDEBellII is developed to construct the bilinear forms, bilinear BTs, Lax pairs and conservation laws of the KdV-type equations. The main points of program PDEBellII should be as follows:

- Based on the relation between the Hirota operators and Bell polynomials, the Bell polynomials expression of a given soliton equation can be directly mapped into its corresponding bilinear equation(s). Thus, the key to bilinearization is to find the appropriate variable transformation which can be used to transform the original soliton equation into the corresponding Bell polynomials expression. For program PDEBellII, the homogeneous balance principle is used for finding this kind of variable transformation. Package PDEBellII can be applied to several different kinds of soliton equations, which include (1 + 1)-dimensional, (1 + 2)-dimensional, and (1 + 3)-dimensional soliton equations, variable coefficient soliton equations, and soliton equations with integration terms. Compared with program PDEBell[35], program PDEBellII can also handle the mKdV-type equation and the soliton equations which dissipate the dimensionless scheme.

- Bilinear BTs, Lax pairs and infinite conservation laws are important characteristics of integrable equations. Based on the two-field condition, the \( \varphi \)-polynomials BTs and bilinear BTs of some KdV-type equations can be obtained in a quick and natural manner. Moreover, with the help of identity (2.13), their corresponding Lax pairs can be directly derived from the \( \varphi \)-polynomials BTs. Furthermore, the infinite conservation laws can also be obtained by transforming the \( \varphi \)-polynomials BTs into a Riccati-type equation and divergence-type equation, respectively. In terms of this algorithm, we further develop program PDEBellII to derive bilinear BTs, Lax pairs and infinite conservation laws of KdV-type equations. To the best knowledge of the authors, this is the first Maple program on this work.

- For the mKdV-type equations, the construction of bilinear BTs needs more complex combinations and classification, and this is our following work.
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Appendix. Global parameters

Here we briefly describe some parameters and program commands available in PDEBellII. In Table A.1, the abbreviations are used for the global parameters.

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Parameter description</th>
</tr>
</thead>
<tbody>
<tr>
<td>devar</td>
<td>Dependent variable in the input equation.</td>
</tr>
<tr>
<td>devars</td>
<td>Function expressions with respect to devar.</td>
</tr>
<tr>
<td>coevar</td>
<td>The set of coefficients in the input equation.</td>
</tr>
<tr>
<td>indevar</td>
<td>Independent variables.</td>
</tr>
<tr>
<td>indevar_num</td>
<td>The number of indevar.</td>
</tr>
<tr>
<td>new_devar</td>
<td>New dependent variable introduced in terms of homogeneous balance principle.</td>
</tr>
<tr>
<td>Eq</td>
<td>New equation after introducing new_devar.</td>
</tr>
<tr>
<td>P_Set</td>
<td>The required set of ( \varphi )-polynomials.</td>
</tr>
<tr>
<td>Y_Set</td>
<td>The required set of ( \varphi )-polynomials in P_Set.</td>
</tr>
<tr>
<td>PO_Set</td>
<td>The bilinear representations of polynomials in P_Set.</td>
</tr>
<tr>
<td>YO_Set</td>
<td>The bilinear representations of polynomials in Y_Set.</td>
</tr>
<tr>
<td>P_Eq</td>
<td>The equation written in ( \varphi )-polynomials form for Eq.</td>
</tr>
<tr>
<td>PO_Eq</td>
<td>The bilinear representations of P_Eq.</td>
</tr>
<tr>
<td>Y_Eq</td>
<td>The equation written in ( \varphi )-polynomials form for Eq.</td>
</tr>
<tr>
<td>YO_Eq</td>
<td>The bilinear representations of Y_Eq.</td>
</tr>
<tr>
<td>c_value</td>
<td>The value of ( c ) in new_devar.</td>
</tr>
<tr>
<td>dflag</td>
<td>The real-imaginary symbol of ( c ). It will be set to be 0 if ( c ) is a real number while it will be set to be 1 if ( c ) is an imaginary number.</td>
</tr>
<tr>
<td>Lax_x</td>
<td>The first equation of Lax pair.</td>
</tr>
<tr>
<td>Lax_t</td>
<td>The second equation of Lax pair.</td>
</tr>
<tr>
<td>In_exp</td>
<td>Expression of conserved densities ( \varphi_n ).</td>
</tr>
<tr>
<td>In_term</td>
<td>Recursion relations for conserved densities ( \varphi_n ).</td>
</tr>
<tr>
<td>Fn_exp</td>
<td>The expressions of the first fluxes ( \varphi_n ).</td>
</tr>
<tr>
<td>Fn_term</td>
<td>Recursion relations for the first fluxes ( \varphi_n ).</td>
</tr>
<tr>
<td>Gn_exp</td>
<td>The expressions of the second fluxes ( \varphi_n ).</td>
</tr>
<tr>
<td>Gn_term</td>
<td>Recursion relations for the second fluxes ( \varphi_n ).</td>
</tr>
<tr>
<td>n</td>
<td>The number of ( \varphi_n ), which should be calculated. The value of ( n ) is indicated by the user and it is default value is 3.</td>
</tr>
</tbody>
</table>
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