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Abstract—Both soft-error reliability (SER) due to transient faults and lifetime reliability (LTR) due to permanent faults are key concerns in real-time MPSoCs. Existing works have investigated related problems, however, most of them only focus on one of the two reliability concerns. A few efforts do consider both types of reliability together, but ignore the impacts of hardware- and application-level variations on reliability, thus are not applicable to state-of-the-art MPSoCs under variations.

In this paper, we focus on increasing SER without sacrificing LTR since transient faults occur much more frequently than permanent faults. Specifically, we propose a novel task allocation and scheduling scheme to maximize SER while satisfying a LTR constraint for soft real-time MPSoCs. Considering that SER is the objective while LTR is a constraint in our problem, and LTR is highly related to core temperature profiles, we dedicate to investigating the effects of variations in core soft-error rate, task vulnerability to soft errors, and task execution time on SER. To the best of our knowledge, our work is the first attempt that jointly handles the two reliability issues as well as taking into account the effects of variations on reliability. Experimental results show that our scheme improves the SER by up to 66% as compared to a number of representative existing approaches while meeting the same LTR constraint.

Index Terms—Soft-error reliability; Lifetime reliability; Variations; Real-time MPSoC systems.

I. INTRODUCTION

The advance of technology scaling enables the integration of multiple processing elements, memory hierarchies, dedicated hardware, and I/O components on a single silicon die to form a multiprocessor system-on-chip (MPSoC). Due to the advantages of powerful parallel processing capability, higher computing density, and lower clock frequencies, MPSoCs have replaced uniprocessors to become the mainstream for microprocessors in various application domains. The distinct features of MPSoCs can be exploited to meet the stringent design requirements of emerging real-time applications.

Many real-time embedded systems running on MPSoCs are deployed in critical applications and harsh environments, thus are expensive as well as inconvenient to repair and replace. To maintain quality of service and reduce cost of repairing/replacing an entire system, soft-error reliability (SER) due to transient faults and life-time reliability (LTR) due to permanent faults are imperative design concerns. In this paper, we are interested in solving the reliability concerns for real-time MPSoCs. As transient faults occur much more frequently than permanent faults [1], we focus on the problem of maximizing SER while satisfying the constraints of real-time requirements, an upper bound on LTR, and peak temperature limit. Such problems can be found in real-world applications such as mobile devices and in-vehicle infotainment systems [2].

Considerable research efforts have been devoted to the design of reliability-aware real-time systems. However, most of them either focus on SER [1], [3], [4] or LTR [5–7]. A few recent works [8–10] have examined both SER and LTR together. To maximize system availability, Zhou et al. [8] designed a static framework that balances SER and LTR by determining the replication and frequency of tasks. Ma et al. [9] developed a dynamic heuristic for enhancing SER and LTR of real-time systems running on “Big-Little” type MPSoCs. Kim et al. [10] introduced two energy and lifetime optimization techniques that adopt DVFS-aware reliability model and Q-learning-based method for many-core microprocessors considering both SER and LTR. However, the effects of hardware- and application-level variations on reliability are not taken into account in these works.

In this paper, we study the effects of variations in core soft-error rate, task vulnerability to soft errors, and task execution time on SER. Based on the study, we design a scheme that maximizes SER under a constraint of LTR. We leave the investigation of the effects of variations at hardware and application levels on LTR to future work since LTR is set as a constraint in our problem and is decided by core temperatures.

II. IMPACTS OF CORE AND TASK VARIATIONS ON SER

Fig. 1(a) shows that core-to-core frequency variations in an Intel’s 80-(homogeneous) core test chip are 28% at 1.2V and 59% at 0.8V [11]. Since soft-error rates of cores are highly dependent on core frequencies, core-to-core frequency variations must lead to core-to-core soft-error rate variations. In addition to homogeneous cores, we investigate the soft-error
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Fig. 1: Core-to-core variations in (a) maximum frequency due to manufacturing process variation [11], and (b) soft-error rate.
We take 10,000 Monte Carlo samples to compare the soft-error rate of two heterogeneous cores with different architectural features. The heterogeneity of simulated cores is realized by assuming that cores consist of different components with various proportions. Specifically, simulated core 1 is made up of 6T SRAM cell, Latch, and NAND2 while simulated core 2 is made up of 8T SRAM cell, Latch, and NAND2 [12]. For each core, the relative proportions of 3 components are represented by $\psi_1, \psi_2, \psi_3$ and hold for $\psi_1 + \psi_2 + \psi_3 = 1$, and the respective architecture vulnerability factors of 3 components are represented by $AVF_1$, $AVF_2$, $AVF_3$ and take the value of $[0, 1]$. Using the sum-of-error-rate model [13] and the error rate $\lambda_1, \lambda_2, \lambda_3$ of 3 components measured in [12], the soft-error rate of a core can be estimated as $\psi_1 \cdot AVF_1 \cdot \lambda_1 + \psi_2 \cdot AVF_2 \cdot \lambda_2 + \psi_3 \cdot AVF_3 \cdot \lambda_3$. Without loss of generality, Monte Carlo simulation is used to produce samples by randomly setting the value of $\psi_1, \psi_2, \psi_3$ and $AVF_1$, $AVF_2$, $AVF_3$. Two produced cores with different $\psi_1, \psi_2, \psi_3, AVF_1$, and same $AVF_2, AVF_3$ constitute one sample of Monte Carlo simulation.

A. Architecture and Application

Consider an MPSoC system $C$ consisting of $m$ cores $\{C_1, \ldots, C_m\}$ and a task set $\Gamma$ consisting of $n$ independent periodic tasks $\{\tau_1, \ldots, \tau_n\}$ with soft real-time constraints. Each task $\tau_i$ ($1 \leq i \leq n$) is characterized by a quadruplet $\{p_i, d_i, w_{ci}, TVF_i\}$, where $p_i$ is the period, $d_i$ is the relative deadline, $w_{ci}$ is the worst-case execution time in cycles, and $TVF_i$ is the task vulnerability factor indicating the probability that a transient fault at the hardware level ultimately leads to a program failure at the task level [3]. In general, the period of a task is equal to its deadline, i.e., $p_i = d_i$. The hyper-period of the task set, denoted by $HP$, is the lowest common multiple of all task periods $\{p_1, \ldots, p_n\}$.

The task set is periodically executing on the MPSoC, each core of which is dynamic frequency scaling enabled and supports a discrete set of frequencies varying from the minimum frequency to the maximum frequency. Denoting the minimum and maximum frequency of core $C_j$ ($1 \leq j \leq m$) as $F_{j,\text{min}}$ and $F_{j,\text{max}}$ respectively, the frequency $F_{j,k}$ ($1 \leq k \leq \gamma_j$) of core $C_j$ satisfies $F_{j,\text{min}} = F_{j,1} < \cdots < F_{j,k} < \cdots < F_{j,\gamma_j} = F_{j,\text{max}}$, where $\gamma_j$ is the number of frequency levels supported by core $C_j$. For the sake of easy presentation, let $f_j \in \{F_{j,1}, \ldots, F_{j,\gamma_j}\}$ denote the operating frequency of core $C_j$. With respect to SER, cores are diverse in their fault rates and tasks are diverse in their vulnerability and durations.

B. Soft-Error Reliability (SER)

Transient faults can be modeled using a Poisson distribution with the average fault arrival rate, which represents the expected number of failures occurring per second and increases as the frequency decreases [3]. Let $\lambda(f_j)$ denote the raw fault rate of core $C_j$ at frequency $f_j$, it then can be expressed as

$$\lambda(f_j) = \lambda(F_{j,\text{max}}, 10 \cdot \frac{F_{j,\text{max}} - f_j}{\Delta})$$

where $\lambda(F_{j,\text{max}}, 10)$ is the fault rate at the maximum frequency $F_{j,\text{max}}$, and $\Delta$ is a parameter that shows how the fault rate increases with frequency decrease. Considering the task error probability, the ultimate fault rate of executing task $\tau_i$ on core $C_j$ at frequency $f_j$ is then calculated as $\lambda(f_j) \cdot TVF_i$.

The SER of a task is defined as the probability of its successful execution without the occurrence of transient faults, and is decided by the exponential failure law. Using the exponential distribution assumption, the SER of task $\tau_i$ running on core $C_j$ during the hyper-period $HP$ is expressed as

$$R(\tau_i, C_j) = e^{-\lambda(f_j) \cdot TVF_i \cdot \frac{w_{ci}}{\tau_i} \cdot \frac{HP}{p_i}},$$

where $w_{ci}/f_j$ is the execution time of task $\tau_i$ at frequency $f_j$ and $HP/p_i$ is the number of task instances of $\tau_i$ during the hyper-period. The system SER at a hyper-period is calculated as the product of reliabilities of all individual tasks, i.e.,

$$R_{\text{sys}} = \prod_{\tau_i \in \Gamma} \prod_{C_j \in C} R(\tau_i, C_j).$$

C. Lifetime Reliability (LTR)

The increase in power density leads to elevated operating temperature and frequent temperature variations, which accel-
erate chip wear-out due to electromigration (EM), time dependent dielectric breakdown (TDBD), stress migration (SM), and thermal cycling (TC). Such accelerated wear-outs eventually result in permanent faults occurring earlier and reduce system lifetime. Mean time to failure (MTTF) is typically used to quantify LTR, which depends on multiple wear-out effects [6]. We focus on the four failure mechanisms in this paper. Other failure mechanisms can be incorporated using the sum-of-fault rate model [9]. We leverage the system-level modeling tool [7] to estimate LTR when considering the four failure mechanisms. The tool integrates three levels of models, i.e., device-, component- and system-level models. At the device level, the LTR models due to the four mechanisms are established. At the component level, each failure mechanism is assumed to obey a specific distribution. Based on the device-level LTR models and assumed distributions, the component-level MTTF is calculated. Then using the component-level LTR as input, the system-level MTTF is obtained by Monte Carlo simulation.

V. FRAMEWORK TO MAXIMIZE SYSTEM-LEVEL SER

In this section, we first formally define the SER maximization problem and then briefly describe our two-stage solution.

A. SER Maximization Problem

We address the reliability concerns for real-time systems running on MPSoCs. To be specific, we solve the following problem. Given a set $\Gamma$ of $n$ periodic real-time tasks and a set $C$ of $m$ cores, design a reliability-aware task allocation and scheduling scheme that maximizes SER while satisfying the real-time requirements, an upper bound on LTR, and the constraint on temperature. The problem is formulated as

$$\max: R_{sys} = \prod_{\tau_i \in \Gamma} \prod_{C_j \in C} R(\tau_i, C_j)$$

s.t. : 
$$ET(\tau_i) \leq d_i, \forall i = 1, 2, \cdots, n \quad (4)$$
$$MTTF(C_j) \geq MTTF_{th}, \forall j = 1, 2, \cdots, m \quad (5)$$
$$T_{peak}(C_j) \leq T_{th}, \forall j = 1, 2, \cdots, m. \quad (6)$$

The first constraint captures the real-time requirement that each task needs to be finished before deadline, where $ET(\tau_i)$ is the execution time of $\tau_i$. The second constraint requires the MTTF of each core, $MTTF(C_j)$, should be no less than a threshold $MTTF_{th}$. The last constraint is introduced to ensure that the peak temperature of each core, $T_{peak}(C_j)$, cannot exceed a temperature limit $T_{th}$. For soft real-time systems like infotainment systems, temporarily violating the first two constraints is acceptable, but the last constraint must be satisfied to avoid the timing faults resulting from overheating.

B. Overview of Our Two-Stage Solution

The system-level SER given in Eq. (3) can be re-written as

$$R_{sys} = \prod_{\tau_i \in \Gamma} \prod_{C_j \in C} R(\tau_i, C_j) = \prod_{\tau_i \in \Gamma} \prod_{C_j \in C} e^{-\lambda(f_j) \cdot TVF_i \cdot \frac{w_{ci}}{p_i} \cdot \frac{HP}{P_i}}$$

$$= e^{-\sum_{\tau_i \in \Gamma} \sum_{C_j \in C} \lambda(f_j) \cdot TVF_i \cdot \frac{w_{ci}}{p_i} \cdot \frac{HP}{P_i}}$$

$$= e^{-HP \cdot \sum_{j=1}^{m} \left( \frac{\lambda(f_{j, max})}{T_{f_{j, max}}} \cdot \sum_{\tau_i \in \Gamma_j} TVF_i \cdot \frac{w_{ci}}{p_i} \right)}, \quad (7)$$

where $\Gamma_j$ is the set of tasks allocated to core $C_j$. Clearly, the system SER depends on the task-to-core allocation (represented by $\Gamma_j$) and the frequency setups (represented by $f_j$).

We solve the SER maximization problem at two stages. In the first stage, we develop a variation-aware task allocation approach to maximize system SER by exploiting core and task variations. The task allocation approach assumes that all the tasks are to be executed at the highest frequencies of their respectively allocated cores for the sake of decreasing transient fault rates thus increasing SER. However, high frequencies cause high temperatures, which may lead to violation of MTTF and temperature constraints. Thus, we check the two constraints in the second stage. If the highest frequencies of individual cores are safe to use for improving SER, the SER-optimum task allocation and the highest frequencies are output as the final task schedule. Otherwise, the optimality of SER is traded for a larger MTTF and a lower peak temperature by scaling down the operating frequencies of tasks. Since our objective is to maximize SER, the less sacrifice of SER optimality is made for satisfying the constraints, the higher SER can be obtained. It is well known that our frequency scaling (or called selection) in the second stage is an NP-hard combinatorial optimization problem, which can be successfully solved by a powerful tool, cross entropy method [14]. Therefore, we design a cross entropy-based approach in the second stage to address our task frequency selection problem of minimizing SER degradation and satisfying the design constraints. The overview of our scheme is shown in Fig. 3.

VI. VARIATION-AWARE TASK ALLOCATION

This section analyzes the optimality of allocating tasks to multiple cores in terms of SER, presents a theorem on the optimum task allocation, and develops a task-to-core allocation heuristic based on the theorem.

A. Optimality Analysis of Task Allocation

Assuming that tasks are executed at the maximum frequencies of their respectively assigned cores, the system-level SER given in Eq. (7) can be formulated as

$$R_{sys} = e^{-HP \cdot \sum_{j=1}^{m} \left( \frac{\lambda(f_{j, max})}{T_{f_{j, max}}} \cdot \sum_{\tau_i \in \Gamma_j} TVF_i \cdot \frac{w_{ci}}{p_i} \right)}, \quad (8)$$

where $F_{j, max}$ is the maximum frequency of core $C_j$. Clearly, the system SER $R_{sys}$ is maximal when the term

$$\sum_{j=1}^{m} \left( \frac{\lambda(f_{j, max})}{T_{f_{j, max}}} \cdot \sum_{\tau_i \in \Gamma_j} TVF_i \cdot \frac{w_{ci}}{p_i} \right)$$

is minimized. Thus,

2The task execution order can be determined by adopting one of classical priority assignment algorithms (e.g., RM) widely used in real-time systems.
the term can be defined as a metric used to characterize the system SER. It is represented by $\text{Metric}_{SER}$ and can be formulated into the product of two vectors $\mathcal{U}$ and $\mathcal{V}$, i.e.,

$$\text{Metric}_{SER} = \sum_{j=1}^{m} \left( \frac{\lambda(F_{j,\text{max}})}{F_{j,\text{max}}} \cdot \sum_{\tau_i \in \Gamma_j} \frac{TVF_i \cdot wc_i}{p_i} \right) = \frac{\lambda(F_{1,\text{max}})}{F_{1,\text{max}}} \cdot \sum_{\tau_i \in \Gamma_1} \frac{TVF_i \cdot wc_i}{p_i} + \cdots + \frac{\lambda(F_{m,\text{max}})}{F_{m,\text{max}}} \cdot \sum_{\tau_i \in \Gamma_m} \frac{TVF_i \cdot wc_i}{p_i} = U_1 \cdot V_1 + \cdots + U_j \cdot V_j + \cdots + U_m \cdot V_m = \mathcal{U} \cdot \mathcal{V}$$

where $\mathcal{U} = [U_1, U_2, \ldots, U_m]$ and $\mathcal{V} = [V_1, V_2, \ldots, V_m]^T$.

Vector $\mathcal{U}$ captures core dependent parameters, where $U_j = F_{j,\text{max}} / \lambda(F_{j,\text{max}})$ is referred to as the vulnerability index of core $\Gamma_j$. Vector $\mathcal{V}$ captures task related parameters, where $V_j = \sum_{\tau_i \in \Gamma_j} v_i = \sum_{\tau_i \in \Gamma_j} TVF_i \cdot wc_i$ is referred to as the vulnerability index of task $\tau_i$, and $v_i = TVF_i \cdot wc_i$ is referred to as the vulnerability index of task $\tau_i$. According to these definitions, we can draw the following conclusion.

- Given a task set $\Gamma$, the sum of vulnerability index of all the tasks in the set is a constant.
- Given an MPSoC system $C$, vector $\mathcal{U}$ can be readily derived based on the core parameters while vector $\mathcal{V}$ is not and depends on task-to-core allocation.
- The core having smaller vulnerability index is more reliable and the task having larger vulnerability index is more vulnerable to soft errors.

Based on the above, we introduce a theorem below to show that the system SER metric $\text{Metric}_{SER}$ is minimized (thus $R_{sys}$ is maximized) when the core having smaller vulnerability index ends up with the set of its allocated tasks having larger vulnerability index. In other words, the system SER is maximal when the unreliable tasks are executed on the reliable cores. We omit the proof of the theorem due to page limit.

**Theorem 1:** If the core vulnerability index in $\mathcal{U} = [U_1, U_2, \ldots, U_m]$ satisfy $U_1 \leq U_2 \leq \cdots \leq U_m$, and the sum of the corresponding task set vulnerability index in $\mathcal{V} = [V_1, V_2, \ldots, V_m]^T$ is constant, then the system SER $R_{sys}$ given in Eq. (7) is minimized if $V_1 \geq V_2 \geq \cdots \geq V_m$ holds.

### B. Our Task Allocation Heuristic

In this work, we propose a task allocation heuristic which is motivated by Theorem 1, that is, allocating the unreliable tasks to the reliable cores can maximize the system SER. The heuristic operates as follows. Tasks in the set with the maximum vulnerability index are allocated to the core with the minimum vulnerability index, and tasks in the set with the next maximum vulnerability index are allocated to the core with the next minimum vulnerability index. This process repeats until all sets of tasks are allocated to individual cores.

The pseudo code of our heuristic is given in Alg. 1. Inputs to the algorithm are task set $\Gamma$ and core set $C$. The vulnerability index of $m$ cores are supposed to satisfy $U_1 \leq U_2 \leq \cdots \leq U_m$. Alg. 1 first initializes the sets of tasks allocated to cores to empty (lines 1-2), then determines these task sets by iteratively allocating tasks having larger vulnerability index to cores having smaller vulnerability index (lines 4-13). In each round of iteration, the vulnerability index of tasks in set $\Gamma$ are calculated (lines 5-6) and the tasks are sorted in the decreasing order of the vulnerability index using Heapsort (line 7). A temporary set $\Gamma'$ is created and used to test the feasibility of allocating task $\tau_i$ to core $\Gamma_j$ (lines 8-10). After adding $\tau_i$, if the temporary set $\Gamma'$ can be feasibly scheduled on core $\Gamma_j$ then the task is allocated to the core, and both $\Gamma$ and $\Gamma_j$ are updated (lines 11-12). The procedure then moves to the next iteration and considers the allocation of the next task. Otherwise, the task is not allocated and the procedure directly moves to the next iteration. If there is no feasible schedule under the constraints, the algorithm exits (lines 14-15). Otherwise, the algorithm outputs the task allocation scheme.

### VII. CROSS ENTROPY BASED TASK SCHEDULING

Cross entropy (CE) method is a versatile heuristic tool that has been successfully applied to solve NP-hard combinatorial optimization problems [14], [15]. Our task frequency selection is an NP-hard combinatorial optimization problem. Thus, we apply the CE method to solve our problem. This section introduces the theoretic background of the CE method as well as the proposed CE-based task scheduling heuristic.

#### A. Theoretical Foundation of Cross Entropy

Consider an optimization problem with the objective of finding the minimum of real-valued function $\mathcal{F}(x)$ over the solution space $\mathcal{X}$, which is formulated as

$$S^* = \min_{x \in \mathcal{X}} \mathcal{F}(x).$$

In CE method, the minimization objective associates with an estimation probability that is given by

$$\Psi(S) = \mathbb{P}_x \left( \mathcal{F}(X) \leq S \right) = \mathbb{E}_{\sigma} [I(\mathcal{F}(X) \leq S)] = \int_{\mathcal{X}} I(\mathcal{F}(X) \leq S) f(x; \sigma)dx,$$  

### Algorithm 1: Determine Task-to-Core Allocation

**Input:** Task set $\Gamma = \{\tau_1, \tau_2, \ldots, \tau_n\}$ and core set $C = \{C_1, C_2, \ldots, C_m\}$ satisfying $U_1 \leq U_2 \leq \cdots \leq U_m$

**Output:** Task-to-core allocation scheme $\{\Gamma_1, \Gamma_2, \ldots, \Gamma_m\}$

for $j = 1$ to $m$ do
  initialize the task set allocated to core $C_j$ by $\tau_1 = \emptyset$
  $j = 1$
  while $\Gamma \neq \emptyset$ and $j \leq m$ do
    for $i = 1$ to size($\Gamma$) do
      $j \leftarrow \frac{\text{calculate the vulnerability index } \tau_i \text{ of task } \tau_i}{\text{sort all tasks } \tau_i \in \Gamma \text{ in the decreasing order of task vulnerability index } \tau_i \text{ using Heapsort}}$
      create a temporary set $\Gamma'$ to test the feasibility of task allocation
      for $i = 1$ to size($\Gamma$) do
        $\Gamma' = \Gamma - \tau_i, \Gamma_j = \Gamma_j + \tau_i$
      end for
      if $\Gamma' \neq \emptyset \text{ can be feasibly scheduled on core } C_j$ then
        $\text{// Check deadline and schedulability }$
        $\Gamma = \Gamma - \tau_i, \Gamma_j = \Gamma_j + \tau_i$
      end if
      if $\Gamma \neq \emptyset \text{ and } j = m$ then
        exit;
      end if
    end for
  end while
end for

**Algorithm 2:**

**repeat**

**for** all tasks allocated to cores, then determines these task sets by iteratively allocating tasks having larger vulnerability index to cores having smaller vulnerability index (lines 4-13). In each round of iteration, the vulnerability index of tasks in set $\Gamma$ are calculated (lines 5-6) and the tasks are sorted in the decreasing order of the vulnerability index using Heapsort (line 7). A temporary set $\Gamma'$ is created and used to test the feasibility of allocating task $\tau_i$ to core $C_j$ (lines 8-10). After adding $\tau_i$, if the temporary set $\Gamma'$ can be feasibly scheduled on core $C_j$, the task is allocated to the core, and both $\Gamma$ and $\Gamma_j$ are updated (lines 11-12). The procedure then moves to the next iteration and considers the allocation of the next task. Otherwise, the task is not allocated and the procedure directly moves to the next iteration. If there is no feasible schedule under the constraints, the algorithm exits (lines 14-15). Otherwise, the algorithm outputs the task allocation scheme.
where $S$ is a threshold, $\mathbb{P}_\sigma$ is the probability of $\mathbb{P}(X) \leq S$, $\mathbb{E}_\sigma$ is the expectation of $\mathbb{P}(X) \leq S$, and $I_{\mathbb{P}(X)\leq S}$ is the indicator function. $X = \{X_1, X_2, \ldots, X_N\}$ is a vector consisting of $N$ random samples generated by a family of probability density functions (PDF) distributed in $X$, denoted by $f(x; \omega)$ and parameterized by $\omega$. In Eq. (11), $\omega$ in $f(x; \omega)$ is set to $\sigma$.

The target of CE optimization is to find the maximal $S$ such that the probability of $\mathbb{P}(X) \leq S$, represented by $\mathbb{P}(S)$, approaches 0. At that moment, the probability of $\mathbb{P}(X) > S$ then approaches 1, indicating $S$ is the maximum lower bound on the objective $\mathbb{P}(x)$ and thus the optimal solution. To realize the CE method, two key issues need to be solved. 1) How to calculate the $\mathbb{P}(S)$ for a given $S$? 2) How to derive a better $S$ for a given current $S$?

1) In CE method, importance sampling technique is adopted to generate samples using an PDF $g(x)$ on $X$ and compute the estimation of $\mathbb{P}(S)$ as $\mathbb{P}(S)$ using

$$\hat{\mathbb{P}}(S) = \frac{1}{N} \sum_{\ell=1}^{N} I_{\{X_\ell \leq S\}} \frac{f(X_\ell; \sigma)}{g(X_\ell)}. \quad (12)$$

The optimal importance sampling PDF $g^*(x)$ for which the variance of $\hat{\mathbb{P}}(S)$ is minimal, is expressed as

$$g^*(x) = I_{\{X_\ell \leq S\}} \cdot \frac{f(x; \sigma)}{\mathbb{P}(S)}. \quad (13)$$

The idea of CE method is to choose the importance sampling PDF $g$ such that the Kullback-Leibler divergence (also the cross entropy) between the optimal importance sampling PDF $g^*$ and $g$ is minimal. The divergence is given by

$$D(g^*, g) = \int g^*(x) \ln g^*(x) dx - \int g^*(x) \ln g(x) dx. \quad (14)$$

Clearly, $D(g^*, g)$ is minimal when $\int g^*(x) \ln g(x) dx$ is minimized, equivalent to finding the optimal $\delta$ to realize $\max_{\delta} \int g^*(x) \ln f(x; \delta) dx$. The optimal $\delta$, denoted by $\delta^*$, is

$$\delta^* = \arg \max_{\delta} \int g^*(x) \ln f(x; \delta) dx = \arg \max_{\delta} \mathbb{E}_\sigma I_{\{X_\ell \leq S\}} \ln f(x; \delta). \quad (15)$$

2) The CE method iteratively derives a better $S$ given the current $S$ until the stop condition is met or the number of iterations reaches a predefined limit. Each solution is treated as a sample. In each round of iteration, samples are generated according to the PDF and their solution performance are evaluated. Afterwards, the best samples in terms of solution quality, called elite samples, are selected to update the characterizing parameter $\delta$ in the PDF. The updated PDF will be used to generate new samples in the next iteration.

B. Our CE-based Task Scheduling Heuristic

The objective of our task scheduling is to minimize SER degradation caused by satisfying system design constraints, which can be achieved by selecting the optimal frequencies for all tasks executing on individual cores. Due to the effectiveness of CE method in solving NP-hard combinatorial optimization problems, we apply it to solve our frequency selection problem. The basic idea of CE method has been introduced in Section VII-A. In our CE-based task scheduling heuristic, each sample represents a solution to the frequency setups of tasks executing on $m$ cores, and the sample is deemed feasible when it meets the constraints given in Eqs. (4)-(6).

The pseudo code of our heuristic is described in Algorithm 2. The algorithm takes as input task-to-core allocation scheme $\{G_1, G_2, \ldots, G_m\}$ and core set $C = \{C_1, C_2, \ldots, C_m\}$. It first initializes the expected value and standard deviation of Gaussian distributions that are used to generate samples, and initializes the iteration counter $\eta$ (lines 1-2). It then explores the optimal frequency setup solution in an iterative manner (lines 3-10). In each round of iteration, the algorithm generates $J$ solution samples according to the distribution PDF and selects $Q$ feasible samples that satisfy the design constraints using acceptance-rejection method (lines 4-5). Afterwards, the selected samples are evaluated in terms of system SER $R_{sys}$ (line 6) and a certain number ($K$) of elite samples are chosen to update the distribution PDF for generating a new set of solution samples used in the next iteration (lines 7-9). The iteration stops if the predefined converge criteria is satisfied or the total iteration number is reached. The algorithm can be strikingly accelerated by running it in the parallel programming environment. This is because that for each solution sample, the evaluation process of this solution sample is independent from other solution samples.

Algorithm 2: Determine Task Operating Frequency

Input: Task-to-core allocation scheme $\{G_1, G_2, \ldots, G_m\}$ and core set $C = \{C_1, C_2, \ldots, C_m\}$
Output: The frequency setup solution
1. initialize parameters of mean and variation with Gaussian distributions for all tasks allocated to $m$ cores: $\theta_1 = [\theta_1^{(1)}, \ldots, \theta_1^{(m)}]$ and $\xi_1 = [\xi_1^{(1)}, \ldots, \xi_1^{(m)}]$, where $\theta$ is the mean value, $\xi$ is the standard deviation, and $m$ is the number of cores;
2. $\eta = 1$;
3. repeat
4. generate $J$ solution samples $\{X_1, \ldots, X_J\}$ using Latin hypercube sampling method according to distribution $N(\theta, \xi)$, where each sample $X_\ell = \{X_\ell^{(1)}, \ldots, X_\ell^{(m)}\}$ is a solution to the frequency setup of tasks executing on $m$ cores. $\times X_\ell^{(j)}$ represents the frequency setup of tasks in set $G_\ell$ allocated to core $C_{\ell,j}$;
5. select $Q$ ($Q < J$) feasible solution samples satisfying constraints in Eq. (4)-(6) from $J$ samples using acceptance-rejection method;
6. evaluate the $Q$ selected solution samples based on their system SER $R_{sys}$ calculated by Eq. (3);
7. choose top $K$ ($K < Q$) elite samples with respect to $R_{sys}$ and define $X$ as the set of indices of elite samples;
8. update the parameters $\theta_{\eta+1}$ and $\xi_{\eta+1}$: $\theta_{\eta+1} = \frac{1}{K} \sum_{\ell \in X} X_\ell^{(j)}$ and $\xi_{\eta+1} = \sqrt{\frac{1}{K} \sum_{\ell \in X} (X_\ell^{(j)} - \theta_{\eta+1})^2}$;
9. $\eta = \eta + 1$;
10. until predefined converge criteria of solutions is met or the total iteration number $\eta$ reaches the limit $\eta_{max}$.

VIII. Evaluation

To evaluate the effectiveness of our scheme, we have performed several simulation-based studies. Specifically, we compare the system SER of our scheme to two representative methods: energy-aware reliability management (ERM) [16] and multi-objective optimization of reliability (MOR) [17]. ERM optimizes system overall energy consumption by determining the number of replicas and the frequency assignment for all tasks under a given SER target and all timing constraints. MOR develops a genetic algorithm based approach.
Fig. 4: System SER of (a)-(c) three real-world benchmarks and (d)-(f) three synthetic task sets under varying transient fault arrival rate levels \((\times 10^{-6}, \times 10^{-5}, \times 10^{-4})\) using the proposed scheme and representative methods ERM [16] and MOR [17].

IX. CONCLUSION

We proposed a two-stage task allocation and scheduling scheme for real-time MPSoC systems to maximize soft-error reliability under the constraints of lifetime reliability, temperature, and deadline. Simulation results demonstrate that the proposed scheme can improve soft-error reliability by up to 66% as compared to representative methods ERM and MOR.
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