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Abstract

Fidelity is one of the most widely used quantities in quantum information that measures the dis-
tance of two quantum states through a noisy channel, a kind of quantum operations. In this paper,
we consider the model of quantum Markov chain (QMC), in which transitions are weighted by
super-operators to characterize quantum operations and the initial quantum state is left para-
metric. A quantum analogy of probabilistic computation tree logic, called QCTL, is introduced
to take into account fidelity, instead of probability measure, over QMC. The key to the model
checking problem lies in computing the fidelity of the super-operator valued measure specified
by a path formula in QCTL. It is minimized over all initial quantum states, which is intended for
analyzing the system performance in the worst case. We achieve it by a reduction to quantifier
elimination in the existential theory of the reals. The method is absolutely exact, so that model
checking QCTL formulas against QMCs is proved to be decidable in exponential time.

Keywords: Model Checking, Formal Logic, Quantum Computing, Computer Algebra

1. Introduction

Markov chains (MCs) have attracted a lot of attention in the field of formal verification [6, 2].
In 1989, Hansson and Jonsson introduced probabilistic computation tree logic (PCTL) to specify
quantitative properties over MCs, and presented an algorithm to check whether a property φ
holds over an MC M or not [19]. The time complexity is polynomial w. r. t. the size of both
φ and M. Later, more efficient approximation algorithms were presented and implemented in
various model checkers, such as PRISM [22], Storm [8], and EPMC [12], to solve numerous
practical problems. Such model checkers provide a Boolean answer to the decision problem:
Does M satisfy φ? In case of a negative answer, a counter-example can be provided [18] to
locate the potential bug. Thereby, the model checking technology has achieved great success in
both academic and industrial communities.

Quantum hardware has been rapidly developed in the last decades, particularly in very recent
years. For example, in December 2020, the quantum computer Jiuzhang implemented a type of
Boson sampling on 76 photonic qubits, in which case the quantum computer spent less than 20
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seconds while a classical supercomputer would require 600 million years [30]. One year later,
IBM’s latest quantum-computing chip established a milestone of sorts: it packed in 127 qubits,
and several hundred qubits are expected within the next few years [3]. In the meantime, quantum
software will be crucial in harnessing the power of quantum computers, such as the BB84 pro-
tocol for quantum key distribution [5], Shor’s algorithm for integer factorization [25], Grover’s
algorithm for unstructured search [16], and the HHL algorithm for solving linear equations [20].
To ensure the reliability of quantum software, verification technologies are urgent to be devel-
oped for quantum systems and protocols. Due to the features in quantum mechanics, three major
challenges in verification are:

1. the state space is a continuum, where quantum states are represented by density operators
that are positive semi-definite matrices with trace (the sum of diagonal entries) being unit,

2. quantum operations, which are mappings from density operators to themselves, are much
complicated to be described, and

3. to get classical information from quantum states, one has to exploit the quantum measure-
ment that destroys the original quantum states.

To tackle them effectively, researchers imposed some restrictions on the quantum model and the
properties to be checked. Gay et al. [14, 15] restricted the quantum operations to the Clifford
group gates (including Hadamard, CNOT and phase gates), restricted the state space to a set
of finitely describable states called stabilizers that is closed under those Clifford group gates,
and applied PRISM to check the quantum protocols — superdense coding, quantum teleporta-
tion, and quantum error correction. Whereas, Feng et al. proposed the model of super-operator
weighted Markov chain [11], in which super-operators are used to characterize the general quan-
tum operations. It gave rise to an alternative way to finitely describe states. The model was
shown to be able to describe a kind of hybrid systems [23], whose state space has both discrete
and continuous components although the evolution is discrete-time. Under the model, the au-
thors considered the reachability probability [29], the repeated reachability probability [10], and
the model checking of linear time properties [23] and a quantum analogy of computation tree
logic (QCTL) [11]. A key step in their work is decomposing the state space (known as a Hilbert
space) into a direct-sum of some bottom strongly connected component (BSCC) subspaces plus a
maximal transient subspace. Here the BSCC subspaces are the state sets in which any two states
can reach each other almost surely under the given quantum operation. After decomposition, all
the aforementioned problems were shown to be computable/decidable in polynomial time.

The above works focus only on the probability measure of quantitative properties, where
the probabilities are taken from the traces of density operators. For example, let us consider a
quantum particle in state

ρ0 =

[
1 0
0 0

]
.

After travelling through a noisy channel E, the state ρ0 is changed into ρ1 = E(ρ0) as follows,

ρ0 =

[
1 0
0 0

]
E

−−−−−−→ ρ1 =

[
0 0
0 1

]
.

The two states ρ0 and ρ1 are obviously different states, but distinguishing them relies on a perfect
measurement, which cannot be achieved in general. Direct comparison with the probability
measure tells nothing, as ρ0 and ρ1 have the same probability measure 1. Some key information
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concerning the quantum states has been lost when we only focus on their probability measure.
To address this issue, we resort to fidelity.

Fidelity is a basic concept in quantum information that prescribes the quantification of the
similarity degree of two quantum states. For a fixed quantum channel E, the fidelity between
quantum states ρ and E(ρ) characterizes precisely how well the channel could preserve the quan-
tum information. Qualitatively, the fidelity, ranging over the unit interval [0, 1], attains its min-
imum if and only if the column space of ρ and E(ρ) are mutually orthogonal, and attains its
maximum value 1 if and only if ρ = E(ρ). It decreases as two states become more distinguish-
able, where the distinguishability reflects the effect of a quantum channel. In the aforementioned
example, the fidelity between ρ0 and ρ1 attains the minimum 0 as expected although the probabil-
ity measures of ρ0 and ρ1 are both 1. Hence the probability measure does not suffice to recognize
general quantum states in the situation where the preservation of quantum information is viewed
as an important indicator, but the fidelity does!

In this paper, we consider the fidelity-based property over (super-operator weighted) quan-
tum Markov chains (QMCs). This property is specified by another quantum analogy of com-
putation tree logic (QCTL), including a novel kind of fidelity-quantifier formula instead of the
trace-quantifier formula in [11]. Since the state formulas and the path formulas in QCTL are mu-
tually inductive, we perform the model checking in three steps: i) decide the basic state formulas,
ii) synthesize the super-operators of path formulas, and iii) decide the fidelity-quantifier formu-
las. The last step plays a central role in the model checking, and depends on the second step.
To effectively synthesize the super-operators, we first remove the BSCC subspaces that cover all
fixed-points of a super-operator in consideration. By Brouwer’s fixed-point theorem, the direct-
sum of all these BSCC subspaces are easily obtained. We explicitly express the super-operators
using matrix representation, thus complete the synthesizing. Finally, the fidelity-quantifier for-
mula over QMC is decided by a reduction to quantifier elimination in the existential theory of
the reals. The complexity of our method is shown to i) be exponential time for the QMC with a
parametric initial quantum state; and ii) (as an immediate corollary) be polynomial time for the
QMC with a concrete initial quantum state.

Finally, we summarize the contributions of the paper as follows:

1. a useful fidelity-based QCTL is presented;
2. all BSCC subspaces are removed by a simple approach, which is more efficient than the

existing approach in [10];
3. the complexity is compatible/competitive when the QMC is provided with an initial quan-

tum state, e. g. in [28].

Organization of the paper. Section 2 gives the basic notions and notations from quantum com-
puting. Sections 3 and 4 introduce the model of QMC and the logic — QCTL, respectively.
Section 5 presents the model checking algorithm, incorporating with an algebraic approach to
the fidelity computation. Section 6 is the conclusion.

2. Preliminaries

Here we recall some basic notions and notations in quantum computing. Interested readers
can refer to [24, 11] for more details. Let [n] (n ∈ Z+) denote the finite set {1, 2, . . . , n}, and
H a Hilbert space with dimension d := dim(H) throughout this paper. We will adopt the Dirac
notations that are standard in quantum computing:

3



• |ψ〉 stands for a unit column vector inH labelled with ψ;

• 〈ψ| := |ψ〉† is the Hermitian adjoin (i. e., complex conjugate and transpose) of |ψ〉;

• 〈ψ1|ψ2〉 := 〈ψ1| |ψ2〉 is the inner product of |ψ1〉 and |ψ2〉;

• |ψ1〉〈ψ2| is the outer product.

Specifically, |i〉 with i ∈ [d] denotes the vector, in which the ith entry is 1 and others are 0. Thus,
〈i|i〉 = 1 and 〈i| j〉 = 0 hold for any positive integer j , i by orthonormality.

Linear operators. One of the most popular ways to describe quantum states and operations is
employing linear operators. Before describing quantum information, we give the definitions of
several classes of linear operators. Let LH be the set of linear operators onH . Such a subscript
H will be omitted for conciseness if it is clear from the context. A linear operator γ is Hermitian
if γ = γ†; it is positive if 〈ψ| γ |ψ〉 ≥ 0 holds for any |ψ〉 ∈ H . The trace of a linear operator γ
is given by tr(γ) :=

∑
i∈[d] 〈ψi| γ |ψi〉 for any orthonormal basis {|ψi〉 : i ∈ [d]} of H . The trace is

defined to be linear in its input. A density operator (resp. partial density operator) ρ is a positive
operator with trace 1 (resp. ≤ 1), which will be used to express quantum states later. Let D be
the set of partial density operators onH , andD1 the set of density operators.

Extension to a composite system. Sometimes, we need to consider a system composed of two
subsystems, say, whose Hilbert spaces are H and H ′, respectively. Then the elements of the
composite system H ⊗H ′ are of the form |ψ, ψ′〉, a shorthand of |ψ〉 |ψ′〉 := |ψ〉 ⊗ |ψ′〉, where ⊗
denotes tensor product, for |ψ〉 ∈ H and |ψ′〉 ∈ H ′. It is easy to validate that 〈ψ1, ψ

′
1 |ψ2, ψ

′
2〉 =

〈ψ1|ψ2〉 〈ψ
′
1 |ψ

′
2〉 holds for any |ψ1〉 , |ψ2〉 ∈ H and |ψ′1〉, |ψ

′
2〉 ∈ H

′. For any linear operators
γ ∈ LH and γ′ ∈ LH ′ , the product operator γ ⊗ γ′ has the partial traces trH ′ (γ ⊗ γ′) := tr(γ′)γ
and trH (γ ⊗ γ′) := tr(γ)γ′, which result in linear operators onH andH ′, respectively.

Linear subspaces. There are two important subspaces of a Hilbert space related to particular
linear operators. The support supp(γ) of a Hermitian operator γ is the subspace of H spanned
by all eigenvectors of γ associated with nonzero eigenvalues. It can be computed in such a way:
let the spectral decomposition [24, Box 2.2] of γ be

γ =
∑
i∈[d]

λi |ψi〉〈ψi| , (1)

where λi ∈ R (i ∈ [d]) are all eigenvalues of γ and |ψi〉 are the corresponding eigenvectors; then
supp(γ) is span({|ψi〉 : i ∈ [d] ∧ λi , 0}). A projection subspace is given by a projector P, which
is a positive operator of the form

∑
i∈[m] |ψi〉〈ψi| for some orthonormal |ψi〉 (i ∈ [m]) with m ≤ d.

Obviously, there is a bijective map between projectors P =
∑

i∈[m] |ψi〉〈ψi| on H and projection
subspaces ofH that are spanned by {|ψi〉 : i ∈ [m]}.

Quantum states. According to the postulate of quantum mechanics [24, Subsection 2.2.1], quan-
tum operations take place in the Hilbert space H whose elements are expressed by some or-
thonormal basis {|i〉 : i ∈ [d]}, where each basis element |i〉 represents a state vector. Then any
unit element |ψ〉 =

∑
i∈[d] ci |i〉 of H represents a quantum state, which is entirely determined by

those coefficients ci ∈ C (i ∈ [d]), satisfying
∑

i∈[d] |ci|
2 = 1, under that basis. General quantum

states are represented by the probabilistic ensembles {(pi, |ψi〉) : 1 ≤ i ≤ k} for some pi > 0 with
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∑k
i=1 pi = 1, which means we are in |ψi〉 with probability pi. An alternative representation is us-

ing density operators ρ =
∑k

i=1 pi |ψi〉〈ψi|. Here those |ψi〉 are not necessary to be orthonormal. To
be more explicit, thanks to the spectral decomposition [24, Box 2.2], we have ρ =

∑d
i=1 λi |λi〉〈λi|,

where |λi〉 are eigenvectors interpreted as the eigenstates of ρ and λi are eigenvalues interpreted
as the probabilities of taking the eigenstates |λi〉. It is worth noting that the spectral decompo-
sition of ρ is not unique, but the number of nonzero eigenvalues is unique since it is exactly the
rank of ρ. When there is only one eigenstate with unit probability, ρ is said to be a pure state, i.e.
ρ = |ψ〉〈ψ| for some |ψ〉 ∈ H , in this case, we can also use the vector |ψ〉 to express the pure state;
otherwise it is a mixed state. In other words, a pure state indicates the system state which we
completely know; a mixed state gives all possible system states with a total probability of one.

Quantum operations. To characterize the change between the general quantum states expressed
by density operators, we employ the notion of super-operator E onH that is a linear operator on
LH . A super-operator is completely positive if for any Hilbert space H ′, the trivially extended
operator E ⊗IH ′ maps the set of positive operators on LH⊗H ′ to itself, where IH ′ is the identity
super-operator on H ′. Let S be the set of completely positive super-operators on H . A more
detailed description of super-operator is given below.

By Kraus representation [24, Theorem 8.3], a super-operator E is completely positive onH if
and only if there are m linear operators E1,E2, . . . ,Em ∈ L (called Kraus operators) with m ≤ d2,
such that for any γ ∈ L, we have

E(γ) =
∑
`∈[m]

E` γE†
`
. (2)

Here, each term E` γE†
`

ensures that the map is from Hermitian operators γ to Hermitian opera-
tors E` γE†

`
, and further from positive operators to positive operators, as well as their sum. The

description of E is entirely determined by those Kraus operators {E` : ` ∈ [m]} (with the brace
notation). Thus, we have:

• the sum E1 + E2 of super-operators E1 = {E1,` : ` ∈ [m1]} and E2 = {E2,` : ` ∈ [m2]} is
given by the union {E1,` : ` ∈ [m1]} ∪ {E2,` : ` ∈ [m2]};

• the composition E2 ◦ E1 is given by {E2,`2 E1,`1 : `1 ∈ [m1] ∧ `2 ∈ [m2]};

• the product super-operator E1 ⊗ E2 is given by {E1,`1 : `1 ∈ [m1]} ⊗ {E2,`2 : `2 ∈ [m2]} =

{E1,`1 ⊗ E2,`2 : `1 ∈ [m1] ∧ `2 ∈ [m2]}.

It is easy to validate that E ⊗ E′(γ ⊗ γ′) = E(γ) ⊗ E′(γ′) holds for any γ ∈ LH and γ′ ∈ LH ′ .
An operation in a probabilistic system is required to preserve the probability; it is required

to preserve the trace in a quantum system, which could be realized as follows. A trace pre-order
. is defined on S as: E1 . E2 if and only if tr(E1(ρ)) ≤ tr(E2(ρ)) holds for any ρ ∈ D. The
equivalence E1 h E2 means E1 . E2 and E1 & E2. For a super-operator E = {E` : ` ∈ [m]}, the
completeness E h I holds if and only if

∑
`∈[m] E†

`
E` = I where I is the identity operator. Here

the completeness means the trace-preserving, as

tr(E(ρ)) = tr

∑
`∈[m]

E` ρE†
`

 = tr

∑
`∈[m]

E†
`
E` ρ

 = tr(I ρ) = tr(ρ). (3)

Let S.I be the set of trace-nonincreasing super-operators E, i. e., S.I = {E ∈ S : E . I}. Later
on, we would characterize quantum operations by these super-operators E ∈ S.I.
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linear operators quantum operations
(super-operators)

linear subspaces quantum states

fidelity

a composite system

Kraus operators

projectors density operators

support

acts on

with the property

extended to

Figure 1: The organization of basic notions

Summarizing the notations, we would like to use letters in bold font, e. g. E,F, I,P, for linear
operators with two exceptional Greek letters — γ intended for Hermitian operators and ρ for
density operators, and use letters in calligraphic font, e. g. E,F ,I,P, for super-operators. All
the above categories of notions are organized as Figure 1, where the exceptional category of
fidelity will be delivered in Section 4.

3. Quantum Markov Chain

Here we introduce the model of quantum Markov chain, and then establish the measurable
space over its paths for formally reasoning about quantitative properties. Let AP be a set of
atomic propositions throughout this paper.

Definition 3.1 ([11, Definition 3.1]). A labelled quantum Markov chain (QMC for short) C over
Hilbert spaceH is a triple (S ,Q, L), in which

• S is a finite set of classical states,

• Q : S × S → S.I
H

is a transition super-operator matrix, satisfying
∑

t∈S Q(s, t) h IH for
each s ∈ S , and

• L : S → 2AP is a labelling function.

The QMC C is a composite system of two components: a classical subsystem S and a quan-
tum oneH . We employ the following Dirac notations to encode the classical component, so that
the two components can be unified into a composite quantum system. Let |s〉 (s ∈ S ) be the
quantisation of each classical state s that is the unit vector in which the entry corresponding to
s is 1 and others are 0, and {|s〉 : s ∈ S } a set of orthonormal states serving as the quantisation
of S . Then the classical subsystem S induces a Hilbert space C := span({|s〉 : s ∈ S }), and the
composite classical–quantum system is defined on the enlarged Hilbert spaceHcq := C⊗H . The
dimension of Hcq is N := nd where n = |S |, which will be used to reflect the size of the input
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model C. The instantaneous descriptions (IDs) of C are uniformly represented by the density
operator % =

∑
s∈S |s〉〈s| ⊗ ρs on Hcq with partial density operators ρs ∈ DH distributed over

classical states s ∈ S , satisfying
∑

s∈S tr(ρs) = 1. The initial ID is left parametric in the model,
particularly suitable for the uncertainty in quantum system.

For a classical state s ∈ S , the super-operators Q(s, t) (t ∈ S ) characterize the changes from
state s with partial density operator ρs to state t with ρt. Summarizing over all successors t ∈ S ,
they are required to preserve the trace, i. e., meeting the completeness

∑
t∈S Q(s, t) h I. All

single transition super-operators Q(s, t) (s, t ∈ S ) on H can be extended to {|t〉〈s|} ⊗ Q(s, t) on
Hcq. After {|t〉〈s|} ⊗ Q(s, t) acts on an ID, the super-operator {|t〉〈s|} changes the classical state
from s to t, while Q(s, t) changes the quantum state from ρs to Q(s, t)(ρs).

Example 3.2. Let us consider the QMC C1 = (S ,Q, L) over a 2-qubit (4-dimensional) Hilbert
space H = span({|1, 1〉 , |1, 2〉 , |2, 1〉 , |2, 2〉}) as shown in Figure 2. The classical state set S is
{s0, s1, s2, s3, s4, s5}, where L(s5) = {ok}, L(s4) = {error}, and other states are labelled with ∅.
If the ID of C1 is %1 = |s1〉〈s1| ⊗ ρ1 + |s2〉〈s2| ⊗ ρ2 for some partial density operators ρ1, ρ2 ∈ DH
satisfying tr(ρ1) + tr(ρ2) = 1, it means that we are in classical state s1 carrying unit quantum
information ρ1/tr(ρ1) with probability tr(ρ1) and in classical state s2 carrying unit quantum in-
formation ρ2/tr(ρ2) with probability tr(ρ2).

s0 s1 s2 s3 s4

error

s5

ok
Q(s0, s1)
Q(s1, s0)

Q(s1, s2)

Q(s2, s0)

Q(s2, s3)

Q(s3, s0)

Q(s3, s4)Q(s0, s5)

Figure 2: A sample QMC

The transition super-operator matrix Q is given by the following nonzero entries in Kraus
representation:

Q(s0, s1) = {|1,+〉〈1, 1| , 4
5 |1,−〉〈1, 2|}, Q(s0, s5) = { 35 |1, 2〉〈1, 2| , |2〉〈2| ⊗ I},

Q(s1, s0) = {|1, 1〉〈1,+| , 4
5 |1, 2〉〈1,−|}, Q(s1, s2) = { 35 |1, 2〉〈1,−| , |2〉〈2| ⊗ I},

Q(s2, s0) = { 12
25 X ⊗ I, 9

25 X ⊗ X}, Q(s2, s3) = { 16
25 I ⊗ I, 12

25 I ⊗ X},

Q(s3, s0) = { 12
25 I ⊗ Z, 12

25 Z ⊗ I}, Q(s3, s4) = { 16
25 I ⊗ I, 9

25 Z ⊗ Z},
Q(s4, s4) = {I ⊗ I}, Q(s5, s5) = {I ⊗ I},

where |±〉 = (|1〉 ± |2〉)/
√

2, I = |1〉〈1| + |2〉〈2| is the identity operator, X = |1〉〈2| + |2〉〈1| is
the bit flip and Z = |1〉〈1| − |2〉〈2| is the phase flip. In a super-operator Q(s, t), each Kraus
operator makes a part of change moving ρs to ρt. For instance, 3

5 |1, 2〉〈1,−| in Q(s1, s2) moves
9
25 |1, 2〉〈1,−| ρs1 |1,−〉〈1, 2| from classical state s1 to s2. After Q(s1, s2) acts on ρs1 , the resulting
partial density operator Q(s1, s2)(ρs1 ) would constitute the quantum information ρs2 at classical
state s2. It is easy to validate that the completeness

∑
t∈S Q(s, t) h I holds for each s ∈ S 1.

1The intention of those super-operators is to characterize the computation through a noisy channel with trace-
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Actually, the model of QMC is more expressive than that of the ordinary Markov chain (MC).
It can be seen from the following lemma:

Lemma 3.3. Given an MCM = (S ,Q, L), it can be modelled by a QMC C = (S ,Q, L) overH ,
even whenH is one-dimensional.

Proof. The state set S and the labelling function L of the QMC C are directly taken from the
MCM = (S ,Q, L). InM, the ID is given by some probability distribution that is in state s with
probability ps, satisfying

∑
s∈S ps = 1, while the transition from s to t is given by the transition

probability Q(s, t). We are to encode them in C as follows. Let |ψ〉 be a fixed element of H .
The ID of C is correspondingly given by the density operator

∑
s∈S ps |s〉〈s| ⊗ |ψ〉〈ψ| onHcq. We

choose Q(s, t) as the singleton {Q(s, t)1/2 I}, so that

Q(s, t)(ps |ψ〉〈ψ|) = [Q(s, t)1/2 I]ps |ψ〉〈ψ| [Q(s, t)1/2 I] = Q(s, t)ps |ψ〉〈ψ|

{|t〉〈s|} ⊗ Q(s, t)(ps |s〉〈s| ⊗ |ψ〉〈ψ|) = Q(s, t)ps |t〉〈t| ⊗ |ψ〉〈ψ| .

Thus the transition probability matrix Q is imitated by the transition super-operator matrix Q.
When dim(H) = 1, the same imitation follows with the linear operators I and |ψ〉〈ψ| both being
degenerated to the constant 1. �

Sometimes, it is convenient to combine all the transition super-operator matrix Q(s, t) (s, t ∈
S ) onH together to form a large single super-operator, namely F :=

∑
s,t∈S {|t〉〈s|}⊗Q(s, t), on the

enlarged Hilbert space Hcq. The enlarged transition super-operator F is functionally analogous
to the transition probability matrix in the MC.

Example 3.4. All the super-operators on H appeared in the QMC C1 in Example 3.2 could be
combined as a single super-operator onHcq:

F = {|s1〉〈s0|} ⊗ Q(s0, s1) + {|s5〉〈s0|} ⊗ Q(s0, s5) + {|s0〉〈s1|} ⊗ Q(s1, s0) +

{|s2〉〈s1|} ⊗ Q(s1, s2) + {|s0〉〈s2|} ⊗ Q(s2, s0) + {|s3〉〈s2|} ⊗ Q(s2, s3) +

{|s0〉〈s3|} ⊗ Q(s3, s0) + {|s4〉〈s3|} ⊗ Q(s3, s4) + {|s4〉〈s4|} ⊗ I + {|s5〉〈s5|} ⊗ I,

in which the left operand of the tensor product in a term is a super-operator on C and the right
operand is a super-operator onH . Applying F to the ID %1, we get a new ID

%′1 = ({|s0〉〈s1|} ⊗ Q(s1, s0))(|s1〉〈s1| ⊗ ρ1) + ({|s2〉〈s1|} ⊗ Q(s1, s2))(p |s1〉〈s1| ⊗ ρ1) +

({|s0〉〈s2|} ⊗ Q(s2, s0))(|s2〉〈s2| ⊗ ρ2) + ({|s3〉〈s2|} ⊗ Q(s2, s3))(|s2〉〈s2| ⊗ ρ2)
= |s0〉〈s0| ⊗ Q(s1, s0)(ρ1) + |s2〉〈s2| ⊗ Q(s1, s2)(ρ1) +

|s0〉〈s0| ⊗ Q(s2, s0)(ρ2) + |s3〉〈s3| ⊗ Q(s2, s3)(ρ2),

which is easily calculated by the orthonormality 〈si|si〉 = 1 and 〈si|s j〉 = 0 for i , j.

allocation of quantum information. In practice, the trace-allocation of quantum information has a large proportion of
being the identity operator I and a small proportion of being noise operators, e. g. the bit flip X and the phase flip Z,
which would change density operators. However, to present our method precisely, we focus more on the situation where
severe noises appear and choose an underlying graph with several cycles. Thus we set super-operator entries simply by
those noise operators.
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A path ω in the QMC C is an infinite state sequence in the form s0 s1 s2 · · · , where si ∈ S and
Q(si, si+1) , 0 for i ≥ 0. Letω(i) be the (i+1)-th state ofω for i ≥ 0, e. g.ω(0) = s0 andω(1) = s1
for ω = s0 s1 s2 · · · . We denote by Path(s) the set of all paths starting in s, and by Pathfin(s) the
set of all finite paths starting in s, i. e., Pathfin(s) := {ω̂ : ω̂ is a finite prefix of some ω ∈ Path(s)}.

Example 3.5. In the QMC C1 shown in Example 3.2, ω1 = s3 s0 s1 s0 s5 s5 · · · is a path starting
in s3, where ω1(0) = s3, ω1(1) = ω1(3) = s0, ω1(2) = s1, and ω1(i) = s5 for i ≥ 4; while
ω̂1 = s3 s0 s1 s0 s5 is a finite prefix of ω1. Therefore, we have ω1 ∈ Path(s3) and ω̂1 ∈ Pathfin(s3).

Since the initial ID of the QMC in Definition 3.1 is parametric, it is necessary to develop some
measurement over paths, independent from concrete initial IDs, for reasoning about quantitative
properties. We resort to the notion of super-operator valued measure (SOVM) that is a function
fromD to itself, and establish the SOVM space as follows. Recall that:

Definition 3.6. A measurable space is a pair (Ω,Σ), where Ω is a nonempty set and Σ is a σ-
algebra on Ω that is a collection of subsets of Ω, satisfying:

• Ω ∈ Σ, and

• Σ is closed under countable union and complement.

In addition, an SOVM space is a triple (Ω,Σ,∆), where (Ω,Σ) is a measurable space and ∆ : Σ→

S.I is an SOVM, satisfying:

• ∆(Ω) h I, and

• ∆(
⊎

i Ai) h
∑

i ∆(Ai) for any pairwise disjoint Ai ∈ Σ.

From the definition, we can see that an event A is (Ω,Σ)-measurable if A belongs to Σ, and its
SOVM is given by the ∆ defined on that Σ.

For a given finite path ω̂ ∈ Pathfin(s), we define the cylinder set as

Cyl(ω̂) := {ω ∈ Path(s) : ω has the prefix ω̂}; (4)

and for B ⊆ Pathfin(s), we extend (4) by Cyl(B) :=
⋃
ω̂∈B Cyl(ω̂). In particular, we have Cyl(s) =

Path(s). Let Ω = Path(s) for a given s ∈ S , and Π ⊆ 2Ω be the countable set of all cylinder sets
{Cyl(ω̂) : ω̂ ∈ Pathfin(s)} plus the empty set ∅. By [2, Chapter 10], there is a smallest σ-algebra
Σ of Π that contains Π and is closed under countable union and complement. It is clear that the
pair (Ω,Σ) forms a measurable space.

Next, for a given finite path ω̂ = s0 s1 · · · sn, we define the composed super-operator along
with ω̂ as

∆(Cyl(ω̂)) :=
{
I if n = 0,
Q(sn−1, sn) ◦ · · · ◦ Q(s0, s1) otherwise. (5)

By [11, Theorem 3.2], the domain of ∆ can be extended to Σ, i. e., ∆ : Σ→ S.I, which is unique
under the countable union

⋃
i Ai for any Ai ∈ Π and is an equivalence class of super-operators in

terms of the equivalence h under the complement Ac for some A ∈ Π. Hence the triple (Ω,Σ,∆)
forms an SOVM space.
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Example 3.7. For each s ∈ S , we can establish an SOVM space (Ω,Σ,∆) over the path set
Path(s) of C1 in Example 3.4. To demonstrate the generality of the method, we choose Ω =

Path(s3). Then, for the finite path ω̂1 = s3 s0 s1 s0 s5, the SOVM could be calculated as

∆(Cyl(ω̂1)) = Q(s0, s5) ◦ Q(s1, s0) ◦ Q(s0, s1) ◦ Q(s3, s0)

= Q(s0, s5) ◦ Q(s1, s0) ◦ Q(s0, s1) ◦ { 12
25 I ⊗ Z, 12

25 Z ⊗ I}

= Q(s0, s5) ◦ Q(s1, s0) ◦ { 12
√

2
25 |1,+〉〈1, 1| ,

48
√

2
125 |1,−〉〈1, 2|}

= Q(s0, s5) ◦ { 12
√

2
25 |1, 1〉〈1, 1| ,

192
√

2
625 |1, 2〉〈1, 2|}

= { 576
√

2
3125 |1, 2〉〈1, 2|}.

In details, we calculate the composition of super-operators using right associativity, e. g.

Q(s0, s1) ◦ Q(s3, s0)

= {|1,+〉〈1, 1| , 4
5 |1,−〉〈1, 2|} ◦ {

12
25 I ⊗ Z, 12

25 Z ⊗ I}
= { 12

25 |1,+〉〈1, 1| (I ⊗ Z), 12
25 |1,+〉〈1, 1| (Z ⊗ I), 48

125 |1,−〉〈1, 2| (I ⊗ Z), 48
125 |1,−〉〈1, 2| (Z ⊗ I)}

= { 12
25 |1,+〉〈1, 1| ,

12
25 |1,+〉〈1, 1| ,−

48
125 |1,−〉〈1, 2| ,

48
125 |1,−〉〈1, 2|}

= { 12
√

2
25 |1,+〉〈1, 1| ,

48
√

2
125 |1,−〉〈1, 2|},

where the last equation follows from a combination of Kraus operators, saying

{− 48
125 |1,−〉〈1, 2| ,

48
125 |1,−〉〈1, 2|}(ρ)

= (− 48
125 |1,−〉〈1, 2|) ρ (− 48

125 |1, 2〉〈1,−|) + ( 48
125 |1,−〉〈1, 2|) ρ ( 48

125 |1, 2〉〈1,−|)

= ( 48
√

2
125 |1,−〉〈1, 2|) ρ ( 48

√
2

125 |1, 2〉〈1,−|)

= { 48
√

2
125 |1,−〉〈1, 2|}(ρ).

4. Quantum Computation Tree Logic

In practice, the transition of quantum information suffers from all kinds of noises. It is
worth considering how close the output state is to the input one through a noisy channel. As we
mentioned in the introduction, fidelity is a useful tool in comparing quantum states, and in many
occasions, fidelity can detect the effect of a noisy channel but probability measure cannot. So we
introduce a quantum extension of computation tree logic (QCTL) based on fidelity. The main
ingredient is to replace the trace (probability) measure in the existing logic of [11] with fidelity.

We first recall the notion of fidelity.

Definition 4.1. For a super-operator E ∈ S.I and a density operator ρ ∈ D1, the fidelity is
defined as

Fid(E, ρ) := tr
(√

ρ1/2E(ρ)ρ1/2

)
, (6a)

where ρ1/2 =
∑

i∈[d] λ
1/2
i |ψi〉〈ψi| is obtained from some spectral decomposition

∑
i∈[d] λi |ψi〉〈ψi| of

ρ. In particular, when ρ is a pure state |ψ〉〈ψ|, it is simply

Fid(E, |ψ〉〈ψ|) :=
√
〈ψ| E(|ψ〉〈ψ|) |ψ〉. (6b)
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The fidelity reflects how well the quantum operation E has preserved the quantum state ρ. The
better a quantum state is preserved, the larger the fidelity would be. It can be seen from a simple
case: assuming ρ = |ψ〉〈ψ| and E(|ψ〉〈ψ|) = |ϕ〉〈ϕ|, the fidelity Fid(E, ρ) is just

√
〈ψ|ϕ〉 〈ϕ|ψ〉, mea-

suring the angle between the two vectors |ψ〉 and |ϕ〉. Generally speaking, the fidelity measures
the average angle between the vectors in supp(ρ) and those in supp(E(ρ)), which implies that
arccos Fid(E, ρ) would be a standard metric between ρ and E(ρ).

For a fixed trace-preserving super-operator E, we can see that the fidelity Fid(E, ρ), ranging
over [0, 1], varies with the density operator ρ. It attains the minimum if and only if the supports
of ρ and E(ρ) are orthogonal, and attains the maximum if and only if ρ = E(ρ). For the sake of
conservation, we would like to study the system performance in the worst case. That is based on
the minimum fidelity of E defined by

Fid(E) := min
ρ∈D1

Fid(E, ρ) = min
|ψ〉∈H

Fid(E, |ψ〉〈ψ|), (7)

where the last equation comes from the joint concavity [24, Exercise 9.19].
In the following, we present the syntax and semantics of the new logic, then compare it with

probabilistic CTL (PCTL) presented in [19] and with the QCTL in [11].

Definition 4.2. The syntax of QCTL consists of state formulas Φ and path formulas φ:

Φ := a | ¬Φ | Φ1 ∧ Φ2 | F∼τ[φ]

φ := X Φ | Φ1U ≤kΦ2 | Φ1U Φ2

where a ∈ AP is an atomic proposition, ∼∈ {<,≤,=,≥, >,,} is a comparison operator, τ ∈
Q ∩ [0, 1] is a threshold, and k ≥ 0 is a step bound.

The state formula F∼τ[φ] in QCTL is called the fidelity-quantifier formula, and other state for-
mulas are basic ones. The three kinds of path formulas X Φ, Φ1U ≤kΦ2 and Φ1U Φ2 are the next,
the bounded-until and the unbounded-until formulas, respectively.

Definition 4.3. The semantics of QCTL interpreted over a QMC C = (S ,Q, L) is given by the
satisfaction relation |=:

s |= a if s has the label a in C, i. e., a ∈ L(s),
s |= ¬Φ if s 6|= Φ,

s |= Φ1 ∧ Φ2 if s |= Φ1 ∧ s |= Φ2,

s |= F∼τ[φ] if Fid(∆({ω ∈ Path(s) : ω |= φ})) ∼ τ,
ω |= X Φ if ω(1) |= Φ,

ω |= Φ1U ≤kΦ2 if ∃ i ≤ k : (ω(i) |= Φ2 ∧ ∀ j < i : ω( j) |= Φ1),
ω |= Φ1U Φ2 if ∃ i : (ω(i) |= Φ2 ∧ ∀ j < i : ω( j) |= Φ1).

Other logic connectives ∨,→ and↔ can be easily derived by ¬ and ∧ as usual.

Here, the next formula X Φ requires that the second state ω(1) of the path ω = ω(0)ω(1)ω(2) · · ·
should satisfy Φ; the bounded-until formula Φ1U ≤kΦ2 requires that there is a stateω(i) within the
step bound i ≤ k satisfying Φ2 and all proper predecessors ω( j) satisfy Φ1; the unbounded-until
formula Φ1U Φ2 drops the step bound ≤ k; letting ∆ be the SOVM of all paths in Path(s) that
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satisfy φ, the fidelity-quantifier formula F∼τ[φ] requires that the minimum fidelity of ∆ should
meet the threshold ∼ τ. In details, the trace-nonincreasing super-operator ∆ is a function map-
ping from an initial quantum state ρs ∈ D

1 to a new quantum state ρ′ ∈ D, and F∼τ[φ] is the
quantitative property asking whether the minimum of the fidelity Fid(ρs, ρ

′), with ρs ranging over
D1, meets the threshold ∼ τ. For example, suppose the super-operator ∆ induced by φ is deter-
mined by the Kraus representation { 45 |−〉〈2| , |+〉〈1|}. Given an initial density operator ρs = |1〉〈1|
(resp. ρs = |2〉〈2|), the final quantum state after applying ∆ involves into ρ′ = |+〉〈+| (resp.
ρ′ = 16

25 |−〉〈−|), and the fidelity between the pair of states is 1/
√

2 (resp. 2
√

2/5). With the initial
quantum state varying, F∼τ[φ] is used to compare the minimum fidelity Fid(∆) among such pairs
of quantum states with the threshold τ.

For any path formula φ, the path set A = {ω ∈ Path(s) : ω |= φ} belongs to the σ-algebra Σ

that contains all cylinder sets of Ω = Path(s), since

• if φ = X Φ, A is the finite union of those cylinder sets Cyl(s t) that satisfy t |= Φ;

• if φ = Φ1U ≤kΦ2, A is the finite union of Cyl(s0 · · · si) for some i ≤ k, that satisfy s0 = s,
si |= Φ2, and s j |= Φ1 for each j < i;

• if φ = Φ1U Φ2, A is the countable union of Cyl(s0 · · · si) for some i ≥ 0, that satisfy s0 = s,
si |= Φ2, and s j |= Φ1 for each j < i.

Thereby, the set A is (Ω,Σ)-measurable, and the SOVM ∆(A) is uniquely defined. For concise-
ness, we will write ∆(ω̂) for ∆(Cyl(ω̂)) and ∆(φ) for ∆({ω ∈ Path(s) : ω |= φ}) afterwards.

Example 4.4. Consider the path ω1 = s3 s0 s1 s0 s5 s5 · · · on the QMC C1 shown in Example 3.2
where only state s5 has the label ok, we can see

• ω1 |= trueU ok, as ω1(4) |= ok and ω1( j) |= true for each j < 4.

The SOVM ∆(ω̂1) has been obtained as ∆(Cyl(ω̂1)) = { 576
√

2
3125 |1, 2〉〈1, 2|} in Example 3.7. Since

ω1 ∈ Ω = Path(s3) and ω1 |= trueU ok, the SOVM ∆(trueU ok) has the lower bound
{ 576

√
2

3125 |1, 2〉〈1, 2|}.

Finally, we point out the difference between the PCTL in [19], the QCTL in [11] and our
QCTL. The PCTL extends CTL by introducing a probability-quantifierP≤τ(φ) that compares the
probability of the measurable event specified by φ with the threshold τ, and decides it over an
MC with a specific initial ID (probability distribution over classical states). The QCTL in [11]
introduces an SOVM-quantifier Q.E(φ) that compares the SOVM of φ with the super-operator
threshold E under the trace pre-order ., and decides it over a QMC with a specific initial ID
(density operator on Hcq). Whereas, ours introduces a fidelity-quantifier F≤τ(φ) that compares
the fidelity of the SOVM of φ with the threshold τ, and aims to decide it over a QMC with a
parametric initial quantum state. The parametric model is more expressive, and thus our method
would be potentially applicable. How to consider the SOVM-quantifier on a parametric QMC
would be one of our future work.

5. Model Checking Algorithm

In this section, we present the main model checking algorithm for a given QMC C = (S ,Q, L)
and a QCTL state formula Φ. The algorithm would decide s |= Φ for a given state s ∈ S , or
equivalently compute the set of all states satisfying Φ, i. e., Sat(Φ) := {s ∈ S : s |= Φ}. Since the
definition of QCTL is mutually inductive, this goal will be reached in three steps:
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1. deciding basic state formulas (except for the fidelity-quantifier one),
2. synthesizing the super-operators of path formulas, and
3. deciding the fidelity-quantifier formula.

5.1. Deciding basic state formulas

For basic state formulas, the satisfying sets are directly calculated by their definitions:

• Sat(a) = {s ∈ S : a ∈ L(s)};

• Sat(¬Φ) = S \ Sat(Φ), provided that Sat(Φ) is known, and

• Sat(Φ1 ∧ Φ2) = Sat(Φ1) ∩ Sat(Φ2), provided that Sat(Φ1) and Sat(Φ2) are known.

Obviously, the top-level logic connective of those formulas requires merely a scan over the la-
belling function L on S , which is in O(n) with n = |S |. Hence, deciding basic state formulas is in
linear time w. r. t. the size of C.

Example 5.1. From the QMC C1 shown in Example 3.2, it is easy to calculate

• Sat(ok) = {s5}, Sat(error) = {s4};

• Sat(¬ok) = S \ Sat(ok) = {s0, s1, s2, s3, s4};

• Sat(¬error) = S \ Sat(error) = {s0, s1, s2, s3, s5}, and

• Sat(¬(ok ∨ error)) = Sat(¬ok ∧ ¬error) = Sat(¬ok) ∩ Sat(¬error) = {s0, s1, s2, s3}.

5.2. Synthesizing the super-operators of path formulas

According to the semantics of path formulas φ in QCTL and the SOVM ∆ defined on φ, we
will show that ∆(φ) is a countable (possibly infinite) sum of the SOVMs of disjoint cylinder sets.
Then we reformulate ∆(φ) using matrix representation to get an explicit (surely finite) form.

5.2.1. SOVM form
To characterize the disjointness of cylinder sets, we employ the tool of orthogonal projection

on density operators. Let Ps denote the projection super-operator {|s〉〈s|} ⊗ I = {|s〉〈s| ⊗ I} on
the enlarged Hilbert space Hcq, and PΦ := {

∑
s|=Φ |s〉〈s|} ⊗ I = {

∑
s|=Φ |s〉〈s| ⊗ I}. The split % =

PΦ(%)+P¬Φ(%) does not hold for a general density operator % onHcq, e. g. for C = span({|s〉 , |t〉}),

% = |s〉〈s| ⊗ ρs,s + |s〉〈t| ⊗ ρs,t + |t〉〈s| ⊗ ρt,s + |t〉〈t| ⊗ ρt,t

, |s〉〈s| ⊗ ρs,s + |t〉〈t| ⊗ ρt,t

= Ps(%) + Pt(%),

in which the quantum information |s〉〈t| ⊗ ρs,t + |t〉〈s| ⊗ ρt,s is lost by projection. However, thanks
to the mixed structure of the classical–quantum state % =

∑
s∈S |s〉〈s| ⊗ ρs posed on the QMC, we

have the nice property

% =
∑
s|=Φ

|s〉〈s| ⊗ ρs +
∑

s|=¬Φ

|s〉〈s| ⊗ ρs = PΦ(%) + P¬Φ(%). (8)
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Note that the super-operator F =
∑

s,t∈S {|t〉〈s|} ⊗ Q(s, t) defined in Section 3 keeps the mixed
structure of the classical–quantum state, i. e., F (%) is also of the mixed structure. Thus, the
split using projection on classical system does not lose any quantum information, which is an
important ingredient to build up disjoint cylinder sets over paths.

Fixing an initial classical state s, we have established the SOVM space over Path(s) in Sec-
tion 3. The SOVMs of three kinds of path formulas — the next, the bounded-until and the
unbounded-until formulas — are obtained as follows.

• Supposing that Sat(Φ) is known, we have

∆(X Φ) = ∆

⊎
t|=Φ

Cyl(s t)

 =
∑
t|=Φ

∆(s t) =
∑
t|=Φ

Q(s, t), (9a)

where ] denotes disjoint union.

• Supposing that Sat(Φ1) and Sat(Φ2) are known, we have

∆(Φ1U ≤kΦ2) = ∆

 k⊎
i=0

ω ∈ Path(s) : ω(i) |= Φ2 ∧

i−1∧
j=0

ω( j) |= Φ1 ∧ ¬Φ2




=

k∑
i=0

∆


ω ∈ Path(s) : ω(i) |= Φ2 ∧

i−1∧
j=0

ω( j) |= Φ1 ∧ ¬Φ2




=

k∑
i=0

trC(PΦ2 ◦ (F ◦ PΦ1∧¬Φ2 )i ◦ Ps), (9b)

where trC is the partial trace that traces out the classical system C.

• Supposing that Sat(Φ1) and Sat(Φ2) are known, we have

∆(Φ1U Φ2) = ∆

 ∞⊎
i=0

ω ∈ Path(s) : ω(i) |= Φ2 ∧

i−1∧
j=0

ω( j) |= Φ1 ∧ ¬Φ2




=

∞∑
i=0

∆


ω ∈ Path(s) : ω(i) |= Φ2 ∧

i−1∧
j=0

ω( j) |= Φ1 ∧ ¬Φ2




=

∞∑
i=0

trC(PΦ2 ◦ (F ◦ PΦ1∧¬Φ2 )i ◦ Ps). (9c)

For the latter two cases, we classify all satisfying paths ω upon the first timestamp i that satisfies
ω(i) |= Φ2 and ω( j) |= Φ1 for each j < i (or equivalently the unique timestamp i that satisfies
ω(i) |= Φ2 and ω( j) |= Φ1 ∧ ¬Φ2 for each j < i). Thereby, the resulting sets Ai = {ω ∈ Path(s) :
ω(i) |= Φ2 ∧

∧i−1
j=0 ω( j) |= Φ1 ∧ ¬Φ2} are pairwise disjoint, while their SOVMs are obtained as

trC(PΦ2 ◦ (F ◦ PΦ1∧¬Φ2 )i ◦ Ps).
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Example 5.2. Under the SOVM space (Ω,Σ,∆) with Ω = Path(s3) established in Example 3.7,
we consider the path formula φ1 = trueU ok. The satisfying path sets are pairwise disjoint
Ai = {ω ∈ Ω : ω(i) |= ok ∧

∧i−1
j=0 ω( j) |= ¬ok} (i ≥ 0), and their SOVMs are:

∆(A0) = trC(Pok ◦ Ps3 ) = 0,
∆(A1) = trC(Pok ◦ (F ◦ P¬ok) ◦ Ps3 ) = 0,

∆(A2) = trC(Pok ◦ (F ◦ P¬ok)2 ◦ Ps3 ) = { 36
√

2
125 |1, 2〉〈1, 2| ,

12
25 |2〉〈2| ⊗ Z, 12

25 |2〉〈2| ⊗ I},

∆(A3) = trC(Pok ◦ (F ◦ P¬ok)3 ◦ Ps3 ) = 0,

∆(A4) = trC(Pok ◦ (F ◦ P¬ok)4 ◦ Ps3 ) = { 576
√

2
3125 |1, 2〉〈1, 2|},

∆(A5) = trC(Pok ◦ (F ◦ P¬ok)5 ◦ Ps3 ) = { 1728
√

2
15625 |2, 2〉〈1, 2| ,

1296
√

2
15625 |2, 1〉〈1, 2|},

and so on.

5.2.2. Preparation for the matrix form
We have obtained the SOVMs (9) of the three kinds of path formulas. But the super-operators

are not expressed in an explicit form, i. e., there are too many Kraus operators to make up the
super-operators ∆(φ). In particular, ∆(Φ1U Φ2) in (9c) is even not expressed in a closed form. We
notice that super-operators are linear functions in its input, e. g. E(aγ1 + bγ2) = aE(γ1) + bE(γ2)
for any a, b ∈ C. It implies that super-operators could be represented in matrix form. In the
next subsubsection, we will construct explicit matrix representations for these super-operators,
particularly for ∆(Φ1U Φ2). Our approach has two steps:

1. using the non-explicit matrix representation of ∆(Φ1U Φ2), which is analogous to a geo-
metric series with common ratio — the matrix representation of FΦ1∧¬Φ2 := F ◦ PΦ1∧¬Φ2 ,
since ∆(Φ1U Φ2) is calculated as an infinite sum in (9c);

2. reformulating it as an explicit matrix fraction.

However, FΦ1∧¬Φ2 may have some fixed-point γ (or equivalently the matrix representation of
FΦ1∧¬Φ2 has eigenvalue 1), which makes the directly obtained matrix fraction divergent. To over-
come the trouble, inspired by [10], we are to remove the bottom strongly connected component
(BSCC) subspaces Γ that cover all fixed-points γ of FΦ1∧¬Φ2 , i. e., supp(γ) ⊆ Γ. Recall that:

Definition 5.3. For a super-operator E ∈ S, a subspace Γ of H is bottom if for any pure state
|ψ〉 ∈ Γ, the support of E(|ψ〉〈ψ|) is contained in Γ; it is SCC if for any pure states |ψ1〉 , |ψ2〉 ∈ Γ,
|ψ2〉 is in span(

⋃∞
i=0 supp(Ei(|ψ1〉〈ψ1|))); it is BSCC if it is bottom and SCC.

The bottom subspace means that any state |ψ〉 in Γ cannot leave Γ under the mapping of E; the
SCC means that any two states |ψ1〉 , |ψ2〉 in Γ can reach each other with some positive probability;
the BSCC means that any two states |ψ1〉 , |ψ2〉 in Γ can reach each other almost surely.

We characterize the fixed-point of FΦ1∧¬Φ2 by the stationary equation

FΦ1∧¬Φ2 (γ) = γ (γ = γ† ∈ LHcq ), (10)

where γ are unknown variables and FΦ1∧¬Φ2 gives rise to coefficients. It is a system of homoge-
neous linear equations. Let γi (i ∈ [m]) be all linearly independent solutions of (10). Thanks to
the property FΦ1∧¬Φ2 =

∑
s∈S Ps ◦ FΦ1∧¬Φ2 , the number of real variables in the Hermitian opera-

tor γ =
∑

s∈S |s〉〈s| ⊗ γs on Hcq are bounded by nd2, as each Hermitian operator γs on H can be
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determined by d2 real variables. So the number m of these linearly independent solutions is also
bounded by the number nd2 of real variables in γ. We proceed to find out the BSCC subspaces
by the following lemma.

Lemma 5.4. The direct-sum of all BSCC subspaces w. r. t. FΦ1∧¬Φ2 is span(
⋃

i∈[m] supp(γi)).

Proof. We first prove Γ := span(
⋃

i∈[m] supp(γi)) is the direct-sum of some BSCC subspaces that
covers all fixed-point of FΦ1∧¬Φ2 , and then show it is the direct-sum of all BSCC subspaces.

Let γi =
∑

j∈[N] λi, j|Ψi, j〉〈Ψi, j| be the spectral decomposition of γi, where λi, j ∈ R ( j ∈ [N])
are all eigenvalues of γi and |Ψi, j〉 are the corresponding eigenvectors. Define

γ+
i :=

∑
{| λi, j|Ψi, j〉〈Ψi, j| : j ∈ [N] ∧ λi, j > 0 |}

γ−i :=
∑
{| λi, j|Ψi, j〉〈Ψi, j| : j ∈ [N] ∧ λi, j < 0 |},

where {| · |} denotes a multiset, as the positive and the negative parts of γi, respectively. Uti-
lizing the fact that FΦ1∧¬Φ2 is completely positive, the positive part of FΦ1∧¬Φ2 (γi) is exactly
FΦ1∧¬Φ2 (γ+

i ) while the negative part of FΦ1∧¬Φ2 (γi) is FΦ1∧¬Φ2 (γ−i ). Since FΦ1∧¬Φ2 (γi) = γi, we
have FΦ1∧¬Φ2 (γ+

i ) = γ+
i and FΦ1∧¬Φ2 (γ−i ) = γ−i . So we can see that γ+

i and −γ−i (i ∈ [m]) are
positive solutions of (10) that together can linearly express any solution of (10).

For a fixed positive solution γ =
∑

j λ j|Ψ j〉〈Ψ j| in the solution set {γ+
i : i ∈ [m]} ∪ {−γ−i : i ∈

[m]} \ {0}, we have

γ − λ jFΦ1∧¬Φ2 (|Ψ j〉〈Ψ j|) = FΦ1∧¬Φ2 (γ) − λ jFΦ1∧¬Φ2 (|Ψ j〉〈Ψ j|)
= FΦ1∧¬Φ2 (γ − λ j|Ψ j〉〈Ψ j|)

is positive for each |Ψ j〉 ( j ∈ [m]), which implies supp(FΦ1∧¬Φ2 (|Ψ j〉〈Ψ j|)) is contained in supp(γ)
= span(∪ j{|Ψ j〉}). In other words, for any Kraus operator F` of FΦ1∧¬Φ2 , F` |Ψ j〉 is in supp(γ),
i. e., (

∑
l |Ψl〉〈Ψl|)F` |Ψ j〉 = F` |Ψ j〉. Furthermore, for any |Ψ〉 ∈ supp(γ), after expressing it as∑

j c j|Ψ j〉 with
∑

i∈[d] |ci|
2 = 1, we have

FΦ1∧¬Φ2 (|Ψ〉〈Ψ|) =
∑
`

F`

∑
j

∑
l

c jc∗l |Ψ j〉〈Ψl|

 F†
`

=

∑
j

|Ψ j〉〈Ψ j|


∑

`

F`

∑
j

∑
l

c jc∗l |Ψ j〉〈Ψl|

 F†
`


∑

j

|Ψ j〉〈Ψ j|


=

∑
j

|Ψ j〉〈Ψ j|

FΦ1∧¬Φ2 (|Ψ〉〈Ψ|)

∑
j

|Ψ j〉〈Ψ j|

 ,
which implies supp(FΦ1∧¬Φ2 (|Ψ〉〈Ψ|)) is contained in supp(γ). Thus supp(γ) is bottom w. r. t.
FΦ1∧¬Φ2 . Additionally, span(

⋃∞
k=0 supp(F k(|Ψ j〉〈Ψ j|))) forms a BSCC subspace w. r. t. FΦ1∧¬Φ2 .

Hence, supp(γi) is the direct-sum of some BSCC subspaces of Hcq, as well as Γ. The latter
covers all fixed-points of FΦ1∧¬Φ2 , since any fixed-point of FΦ1∧¬Φ2 can be linearly expressed by
{γ+

i : i ∈ [m]} ∪ {−γ−i : i ∈ [m]}, whose supports are contained in Γ.
We proceed to prove that Γ is the direct-sum of all BSCC subspaces. By the decomposi-

tion [29, Theorem 5] and [17, Theorem 1], we have

Hcq = T ⊕
⊕

i

Γi,
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where T is the maximal transient subspace w. r. t. FΦ1∧¬Φ2 and each Γi is a BSCC subspace;
although the decomposition is not unique, the maximal transient subspace T is unique as well as
the direct-sum of all BSCC subspaces Γi. We assume by contradiction that Γ does not contain all
BSCC subspaces. Then there is a BSCC subspace Γ0 orthogonal to Γ. It is easy to see that

• the set D1
Γ0

of density operators % on Γ0 with unit trace is a convex and compact set in the
viewpoint of probabilistic ensemble form {(pi, |ψi〉) : pi > 0∧ i ∈ [d]} that is obtained from
the spectral decomposition % =

∑
i∈[d] pi |ψi〉〈ψi|;

• FΦ1∧¬Φ2 is a continuous function mappingD1
Γ0

to itself.

By Brouwer’s fixed-point theorem [21, Chapter 4] that for a continuous function f mapping a
convex and compact set X to itself, there is a point x ∈ X such that f (x) = x, we know there is
a fixed-point %0 of FΦ1∧¬Φ2 inD1

Γ0
. From the construction of Γ, however, we have supp(%0) ⊆ Γ,

which implies Γ0 is not orthogonal to Γ and thus contradicts the assumption. Hence we obtain
that Γ is exactly the direct-sum of all BSCC subspaces w. r. t. FΦ1∧¬Φ2 . �

We describe the procedure of computing the direct-sum Γ of all BSCC subspaces w. r. t.
FΦ1∧¬Φ2 in Algorithm 1. By invoking it on the super-operator FΦ1∧¬Φ2 and the Hilbert spaceHcq,
we would obtain the direct-sum Γ in O(N6) arithmetic operations, which is more efficient than
the existing method [10, Procedure GetBSCC] in O(N7) field operations.2

Algorithm 1 Computing the direct-sum of all BSCC subspaces.

Γ← BSCC(E,H)

Input: E ∈ S is a super-operator on the Hilbert spaceH of dimension d.
Output: Γ is the direct-sum of all BSCC subspaces w. r. t. E.

1: Γ← {0}; . initializing Γ as the null space
2: compute all linearly independent solutions γi (i ∈ [m]) of E(γ) = γ (γ = γ† ∈ LH );
3: for each i ∈ [m] do
4: Γ← span(Γ ∪ supp(γi));
5: return Γ.

Complexity: O(d6).

Complexity of Algorithm 1. The stationary equation γ = E(γ) can be solved inO(d6) by Gaussian
elimination, whose complexity is cubic in the number d2 of real variables in γ. The support
supp(γi) of an individual solution γi and the extended space span(Γ∪ supp(γi)) can be computed
in O(d3) by the Gram–Schmidt procedure, whose complexity is cubic in the dimension d. Totally
they are in O(md3) ⊆ O(d5), as the number m of linearly independent solutions is bounded by d2.

2In [10], the authors need to determine all individual BSCC subspaces, collect those individual BSCC subspaces
of the desired parity, and thus check the ω-regular properties. To this end, [10, Procedure GetBSCC] first computes
the direct-sum of BSCC subspaces corresponding to positive eigenvalues and the direct-sum of BSCC subspaces corre-
sponding to negative eigenvalues. If those direct-sums consist of more than one BSCC subspace, the procedure would
be respectively applied to the two direct-sums in a recursive manner. The overall complexity is O(N7). In our setting,
it suffices to compute the direct-sum of all BSCC subspaces, which saves the recursion to complexity O(N6). Addi-
tionally, determining positive/negative eigenvalues is a typical kind of field operations beyond arithmetic ones (addition,
subtraction, multiplication, and division). Obviously, the latters are of lower computational cost.
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In the following, we will remove the direct-sum Γ of all BSCC subspaces using projection.
Let PΓ = {PΓ} where PΓ is the projector onto Γ, i. e., PΓ(Hcq) = Γ; PΓ⊥ = {PΓ⊥ } where Γ⊥ is
the orthogonal complement of Γ, i. e., Γ ⊕ Γ⊥ = Hcq. Again, thanks to the fact that the IDs
of the QMC are with the mixed structure % =

∑
s∈S |s〉〈s| ⊗ ρs, we have that PΓ is of the form∑

s∈S |s〉〈s| ⊗ Ps where Ps (s ∈ S ) are positive operators, as well as PΓ⊥ = IHcq − PΓ.

Example 5.5. Consider the path formula φ4 = trueU ≤15(ok ∨ error) on the QMC C1 in
Example 3.2. The repeated super-operator in the SOVM ∆(φ4) is

F¬ok∧¬error := F ◦ P¬ok∧¬error = F ◦ Ptrue∧¬(ok∨error)

=


|s1〉〈s0| ⊗ |1,+〉〈1, 1| , 4

5 |s1〉〈s0| ⊗ |1,−〉〈1, 2| , 3
5 |s5〉〈s0| ⊗ |1, 2〉〈1, 2| ,

|s5〉〈s0| ⊗ |2〉〈2| ⊗ I, |s0〉〈s1| ⊗ |1, 1〉〈1,+| , 4
5 |s0〉〈s1| ⊗ |1, 2〉〈1,−| ,

3
5 |s2〉〈s1| ⊗ |1, 2〉〈1,−| , |s2〉〈s1| ⊗ |2〉〈2| ⊗ I, 12

25 |s0〉〈s2| ⊗ X ⊗ I,
9
25 |s0〉〈s2| ⊗ X ⊗ X, 16

25 |s3〉〈s2| ⊗ I ⊗ I, 12
25 |s3〉〈s2| ⊗ I ⊗ X,

12
25 |s0〉〈s3| ⊗ I ⊗ Z, 12

25 |s0〉〈s3| ⊗ Z ⊗ I, 16
25 |s4〉〈s3| ⊗ I ⊗ I, 9

25 |s4〉〈s3| ⊗ Z ⊗ Z


.

By solving the stationary equation F¬ok∧¬error(γ) = γ with γ =
∑

s∈S |s〉〈s| ⊗ γs and γs = γ†s , we
obtain the unique solution |s0〉〈s0| ⊗ |1, 1〉〈1, 1| + |s1〉〈s1| ⊗ |1,+〉〈1,+|.

The BSCC subspaces Γ covering all the fixed-points of F¬ok∧¬error is actually span({|s0〉 ⊗

|1, 1〉 , |s1〉 ⊗ |1,+〉}). The projection super-operator PΓ = {PΓ} onto Γ is given by the projector
PΓ = |s0〉〈s0| ⊗ |1, 1〉〈1, 1|+ |s1〉〈s1| ⊗ |1,+〉〈1,+|; the projection super-operator PΓ⊥ = {PΓ⊥ } onto
Γ⊥ is given by PΓ⊥ = IHcq − PΓ. Thereby, the composite super-operator F¬ok∧¬error ◦ PΓ⊥ would
have no fixed-point. More computational details could be found in Appendix A.

By the following lemma, we could see that the effect of ∆(Φ1U Φ2) is unchanged before and
after removing all BSCC subspaces.

Lemma 5.6. The identity PΦ2 ◦ (FΦ1∧¬Φ2 )i = PΦ2 ◦ (FΦ1∧¬Φ2 ◦ PΓ⊥ )i holds for each i ≥ 0.

Proof. We will prove it by induction on i. When i = 0, the identity follows trivially. Assume
the identity holds for i < k. We proceed to show that it holds for i = k. Let PΓ = {PΓ} and
PΓ⊥ = {PΓ⊥ }. For any |Ψ〉 ∈ Hcq, we have

PΦ2 ◦ (FΦ1∧¬Φ2 )k(|Ψ〉〈Ψ|)

= PΦ2 ◦ (FΦ1∧¬Φ2 )k[(PΓ + PΓ⊥ ) |Ψ〉〈Ψ| (PΓ + PΓ⊥ )]

= PΦ2 ◦ (FΦ1∧¬Φ2 )k[PΓ(|Ψ〉〈Ψ|) + PΓ |Ψ〉〈Ψ|PΓ⊥ + PΓ⊥ |Ψ〉〈Ψ|PΓ + PΓ⊥ (|Ψ〉〈Ψ|)]

= PΦ2 ◦ (FΦ1∧¬Φ2 )k−1[FΦ1∧¬Φ2 ◦ PΓ(|Ψ〉〈Ψ|) + FΦ1∧¬Φ2 (PΓ |Ψ〉〈Ψ|PΓ⊥ ) +

FΦ1∧¬Φ2 (PΓ⊥ |Ψ〉〈Ψ|PΓ) + FΦ1∧¬Φ2 ◦ PΓ⊥ (|Ψ〉〈Ψ|)]

= PΦ2 ◦ (FΦ1∧¬Φ2 )k−1[PΓ ◦ FΦ1∧¬Φ2 ◦ PΓ(|Ψ〉〈Ψ|) + PΓFΦ1∧¬Φ2 (PΓ |Ψ〉〈Ψ|PΓ⊥ ) +

FΦ1∧¬Φ2 (PΓ⊥ |Ψ〉〈Ψ|PΓ)PΓ + FΦ1∧¬Φ2 ◦ PΓ⊥ (|Ψ〉〈Ψ|)]

= PΦ2 ◦ (FΦ1∧¬Φ2 ◦ PΓ⊥ )k−1(PΓ ◦ FΦ1∧¬Φ2 ◦ PΓ(|Ψ〉〈Ψ|) + PΓFΦ1∧¬Φ2 (PΓ |Ψ〉〈Ψ|PΓ⊥ ) +

FΦ1∧¬Φ2 (PΓ⊥ |Ψ〉〈Ψ|PΓ)PΓ + FΦ1∧¬Φ2 ◦ PΓ⊥ (|Ψ〉〈Ψ|))

= PΦ2 ◦ (FΦ1∧¬Φ2 ◦ PΓ⊥ )k−1 ◦ FΦ1∧¬Φ2 ◦ PΓ⊥ (|Ψ〉〈Ψ|)

= PΦ2 ◦ (FΦ1∧¬Φ2 ◦ PΓ⊥ )k(|Ψ〉〈Ψ|),

where the fourth equation follows from the facts:
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• PΓ |Ψ〉 is in Γ, and

• letting F be a Kraus operator of FΦ1∧¬Φ2 , then FPΓ |Ψ〉 is still in Γ;

the sixth equation follows from the facts:

• for k > 1, Γ is orthogonal to Γ⊥, and

• for k = 1, letting PΦ1∧¬Φ2 = {PΦ1∧¬Φ2 } and P¬Φ2 = {P¬Φ2 }, then Γ ⊆ PΦ1∧¬Φ2 (Hcq) ⊆
P¬Φ2 (Hcq) is orthogonal to PΦ2 (Hcq).

5.2.3. Matrix form
Now we are going to represent ∆(Φ1U Φ2) using explicit matrices, which is based on the

matrix representation of the super-operators onH . Recall from [28, Definition 2.2] that, given a
super-operator E = {E` : ` ∈ [m]} onH , it has the matrix representation

S2M(E) :=
∑
`∈[m]

E` ⊗ E∗` , (11)

where ∗ denotes complex conjugate. Let

• L2V(γ) :=
∑

i, j∈[n] 〈i| γ | j〉 |i, j〉 be the function that rearranges entries of the linear operator
γ as a column vector;

• V2L(v) :=
∑

i, j∈[n] 〈i, j| v |i〉〈 j| be the function that rearranges entries of the column vector
v as a linear operator.

Here, S2M, L2V and V2L are pronounced “super-operator to matrix”, “linear operator to vector”
and “vector to linear operator”, respectively. Then, we have the identities V2L(L2V(γ)) = γ,
L2V(E(γ)) = S2M(E)L2V(γ), and S2M(E2 ◦ E1) = S2M(E2)S2M(E1). Therefore, all involved
super-operator manipulations can be converted to matrix manipulations.

Next, we are to represent the super-operators on Hcq. Suppose that all classical states in S
are ordered as s1 ≺ · · · ≺ sn where s1 is the initial one, i. e., Ω = Path(s1). We notice that for
any classical-quantum state % =

∑
i∈[n] |si〉〈si| ⊗ ρi in DHcq , FΦ1∧¬Φ2 ◦ PΓ⊥ (%) and PΦ2 (%) keep

the mixed form
∑

i∈[n] |si〉〈si| ⊗ ρ
′
i for some ρ′i ∈ D. So, we can compressively define the matrix

representation of the density operator % on Hcq as a column vector, consisting of n blocks as
entries, in which the ith entry is the column vector L2V(ρi) for ρi, i. e.,M1 =

∑
i∈[n] |si〉⊗L2V(ρi).

After representing the density operator % as a column vector of dimension nd2, we proceed
to represent the super-operator F as a square matrix adapted to that vector. Let FΦ1∧¬Φ2 =∑

i, j∈[n]{|s j〉〈si|}⊗Q(si, s j) =
⋃

i, j∈[n]
⋃
`{|s j〉〈si|⊗Qi, j,`}where Qi, j,` are Kraus operators of Q(si, s j)

and PΓ⊥ = {
∑

k∈[n] |sk〉〈sk | ⊗ Pk}. Then, FΦ1∧¬Φ2 ◦ PΓ⊥ is

⋃
i, j∈[n]

⋃
`

∑
k∈[n]

|s j〉〈si| |sk〉〈sk | ⊗Qi, j,`Pk

 =
⋃

i, j∈[n]

⋃
`

{
|s j〉〈si| ⊗Qi, j,`Pi

}
. (12)

Using it, we further define:

• the matrix representation of FΦ1∧¬Φ2 ◦ PΓ⊥ as a square matrix, consisting of n2 blocks as
entries, in which the ( j, i)-th entry is

∑
` Qi, j,`Pi ⊗Q∗i, j,`P

∗
i , i. e.,

M2 =
∑

i, j∈[n]

∑
`

| j〉〈i| ⊗Qi, j,`Pi ⊗Q∗i, j,`P
∗
i ; (13a)
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• the matrix representation of the projection super-operator PΦ2 as a diagonal matrix, con-
sisting of n blocks as diagonal entries, in which the ith entry is IH⊗H if si |= Φ2 holds and
0 otherwise, i. e.,

M3 =
∑
{| |i〉〈i| ⊗ IH⊗H : i ∈ [n] ∧ si |= Φ2 |}, (13b)

where {| · |} denotes a multiset.

All these matrix representations have been obtained by extending (11) onH to the enlargedHcq.

Lemma 5.7. The matrix IHcq⊗H −M2 is invertible.

Proof. It suffices to showM2 has no eigenvalue 1. We assume by contradiction that there is an
eigenvector v ofM2 associated with eigenvalue 1. That is,M2v = v , 0. Then,

γ =
∑
i∈[n]

|si〉〈si| ⊗ V2L((〈i| ⊗ IH⊗H )v)

is a linear operator on Hcq, satisfying FΦ1∧¬Φ2 ◦ PΓ⊥ (γ) = γ , 0, while γ0 = γ + γ† also a
linear operator on Hcq, satisfying FΦ1∧¬Φ2 ◦ PΓ⊥ (γ0) = γ0 , 0. By the definition of Γ, we
have supp(γ0) ⊆ Γ, and thus FΦ1∧¬Φ2 ◦ PΓ⊥ (γ0) = FΦ1∧¬Φ2 (0) = 0 , γ0, which contradicts the
assumption. �

Theorem 5.8 (Matrix representation). LetM2 andM3 be the matrices as defined in (13). Then
it is in polynomial time to obtain:

1. the explicit matrix representation of the super-operator ∆(X Φ) as
∑

s|=Φ S2M(Q(s1, s)),
2. the explicit matrix representation of ∆(Φ1U ≤kΦ2) as∑

i∈[n]

(〈i| ⊗ IH⊗H )M3(IHcq⊗H −M
k+1
2 )(IHcq⊗H −M2)−1(|s1〉 ⊗ IH⊗H ),

3. the explicit matrix representation of ∆(Φ1U Φ2) as∑
i∈[n]

(〈i| ⊗ IH⊗H )M3(IHcq⊗H −M2)−1(|s1〉 ⊗ IH⊗H ).

Proof. The matrix representations directly follow from the semantics of the next formula X Φ,
the bounded-until formula Φ1U ≤kΦ2, and the unbounded-until formula Φ1U Φ2. For complexity,
we will analyze them in turn.

1. It is a sum of at most nd2 matrix tensor products, each costs O(d4). In total, it is in
O(nd6) ⊆ O(N6).

2. The matrix IHcq⊗H −M2 is of dimension nd2. Computing its inverse costs O(n3d6). The
matrix powerMk+1

2 amounts to

M
b0·20

2 M
b1·21

2 · · ·M
bl·2l

2 ,

where (bl, . . . , b1, b0) is the binary code of the positive integer k+1 with l = dlog2(k+2)e−1,
i. e., k + 1 = b0 · 20 + b1 · 21 + · · · + bl · 2l with b j ∈ {0, 1}. Computing Mk+1

2 requires
sequentially computing all the factors M2 j

2 ( j ∈ [l]), each of which costs O(n3d6); then
computing the product of those factors corresponding to b j = 1 costs O(n3d6 log2(k)).
Other operations are merely a few matrix-vector multiplications over an nd2-dimensional
vector space, which costs O(n2d4). Totally, it is in O(n3d6 log2(k)) ⊆ O(N6 log2(k)).
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3. It is clearly in O(N6) by the previous analysis.

As a result, the complexity is polynomial time w. r. t. N = nd (reflected in the size of C) and
linear time w. r. t. log2(k) (reflected in the size of φ). �

Example 5.9. Consider the two path formulas

φ3 = trueU (ok ∨ error) and φ4 = trueU ≤15(ok ∨ error)

on the QMC C1 shown in Example 3.2. For φ4, the repeated super-operator F¬ok∧¬error and the
projector PΓ whose support covers all its fixed-points have been computed in Example 5.5. Then
the matrix representations are calculated as

M1 = |s3〉〈s3| ⊗ L2V(ρ3),

M2 = 16
25 |s1〉〈s0| ⊗ |1,−〉〈1, 2| ⊗ |1,−〉〈1, 2| + 9

25 |s5〉〈s0| ⊗ |1, 2〉〈1, 2| ⊗ |1, 2〉〈1, 2|+

|s5〉〈s0| ⊗ |2〉〈2| ⊗ I ⊗ |2〉〈2| ⊗ I + 16
25 |s0〉〈s1| ⊗ |1, 2〉〈1,−| ⊗ |1, 2〉〈1,−| +

9
25 |s2〉〈s1| ⊗ |1, 2〉〈1,−| ⊗ |1, 2〉〈1,−| + |s2〉〈s1| ⊗ |2〉〈2| ⊗ I ⊗ |2〉〈2| ⊗ I +

144
625 |s0〉〈s2| ⊗ X ⊗ I ⊗ X ⊗ I + 81

625 |s0〉〈s2| ⊗ X ⊗ X ⊗ X ⊗ X + 256
625 |s3〉〈s2| ⊗ I ⊗ I ⊗ I ⊗ I +

144
625 |s3〉〈s2| ⊗ I ⊗ X ⊗ I ⊗ X + 144

625 |s0〉〈s3| ⊗ I ⊗ Z ⊗ I ⊗ Z + 144
625 |s0〉〈s3| ⊗ Z ⊗ I ⊗ Z ⊗ I +

256
625 |s4〉〈s3| ⊗ I ⊗ I ⊗ I ⊗ I + 81

625 |s4〉〈s3| ⊗ Z ⊗ Z ⊗ Z ⊗ Z,
M3 = |s4〉〈s4| ⊗ I ⊗ I + |s5〉〈s5| ⊗ I ⊗ I,

in which all eigenvalues of M2 are ± 8
125

√
50 + 2

√
1273, ± 8i

125

√
50 + 2

√
1273 and 0 of multi-

plicity 92. SinceM2 has no eigenvalue 1, the matrix inverse (IHcq⊗H −M2)−1 is well-defined as
expected. Finally the explicit matrix representation of ∆(φ3) and ∆(φ4) are obtained as

S2M(∆(φ3)) =
∑
s∈S

(〈s| ⊗ IH⊗H )M3(IHcq⊗H −M2)−1(|s3〉 ⊗ IH⊗H ),

S2M(∆(φ4)) =
∑
s∈S

(〈s| ⊗ IH⊗H )M3(IHcq⊗H −M
16
2 )(IHcq⊗H −M2)−1(|s3〉 ⊗ IH⊗H ).

More computational details could be found in Appendix A.

5.3. Deciding the fidelity-quantifier formula

In the previous subsection, we have constructed an explicit matrix representation M :=
S2M(E) for E = ∆(φ) where φ is the path formula in the fidelity-quantifier formula F∼τ(φ). Now
we present an algebraic approach to compare the minimum fidelity Fid(E) with the threshold τ,
so that s |= F∼τ(φ) can be decided.

To facilitate our analysis, we first do the simplification:

• s |= F≤τ(φ) amounts to the quantified constraint

ζ1 ≡ ∃ |ψ〉 ∈ H : [Fid(E, |ψ〉〈ψ|) ≤ τ ∧ ∀ |ϕ〉 ∈ H : Fid(E, |ψ〉〈ψ|) ≤ Fid(E, |ϕ〉〈ϕ|)]
≡ ∃ |ψ〉 ∈ H : Fid(E, |ψ〉〈ψ|) ≤ τ; (14a)

21



• s |= F≥τ(φ) amounts to the quantified constraint

ζ2 ≡ ∃ |ψ〉 ∈ H : [Fid(E, |ψ〉〈ψ|) ≥ τ ∧ ∀ |ϕ〉 ∈ H : Fid(E, |ψ〉〈ψ|) ≤ Fid(E, |ϕ〉〈ϕ|)]
≡ ∀ |ψ〉 ∈ H : Fid(E, |ψ〉〈ψ|) ≥ τ; (14b)

• other comparison operators =, <, > and , can be easily derived by logic connectives as

– s |= F=τ(φ) amounts to ζ1 ∧ ζ2;
– s |= F<τ(φ) amounts to ¬ζ2;
– s |= F>τ(φ) amounts to ¬ζ1;
– s |= F,τ(φ) amounts to ¬ζ1 ∨ ¬ζ2.

Suppose all entries in the Kraus operators E of E are algebraic numbers for the consideration
of computability. Recall that:

Definition 5.10. A number λ is algebraic, denoted by λ ∈ A, if there is a nonzero Q-polynomial
f (z) of least degree, satisfying f (λ) = 0. Such a polynomial f (z) is called the minimal polynomial
fλ of λ.

Clearly, algebraic numbers widely occur in quantum information, such as the irrational num-
ber 1/

√
2 appearing in the definition of the most common quantum state |±〉 = (|1〉 ± |2〉)/

√
2.

We will formulate the constraints (14) as Q-polynomial (polynomial with rational coefficients)
formulas in the decidable theory — real closed fields [26]:

Definition 5.11. The theory of real closed fields is a first-order theory Th(R; +, · ; =, >; 0, 1), in
which

• the domain is R,

• the functions are addition ‘+’ and multiplication ‘·’,

• the predicates are equality ‘=’ and order ‘>’, and

• the constants are 0 and 1.

Roughly speaking, the elements in Th(R; +, · ; =, >; 0, 1) are Q-polynomial formulas that are
composed from polynomial equations and inequalities (as atomic formulas), using logic connec-
tives ‘¬’, ‘∧’, ‘∨’, ‘→’, ‘↔’ and quantifiers ‘∀’, ‘∃’.

The constraints (14) are the sentences — the formulas whose variables |ψ〉 are all (existen-
tially or universally) quantified, i. e., no free variable. We will encode them as A-polynomial
formulas, and further encode them as Q-polynomial formulas.

Since |ψ〉〈ψ| is pure, we predefine |ψ〉 =
∑

i∈[d] xi |i〉where xi (i ∈ [d]) are complex parameters,
subject to

∑
i∈[d] xix∗i = 1. Under the purity, we have

Fid(E, |ψ〉〈ψ|) ≤ τ ≡ 〈ψ| E(|ψ〉〈ψ|) |ψ〉 ≤ τ2

≡

∑
i∈[d]

x∗i 〈i|

E
 ∑

i, j∈[d]

xix∗j |i〉〈 j|


∑

j∈[d]

x j | j〉

 ≤ τ2

≡

 ∑
i, j∈[d]

x∗i x j 〈i, j|

M
 ∑

i, j∈[d]

xix∗j |i, j〉

 ≤ τ2, (15)
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which results in an A-polynomial formula. Denote all parameters introduced here by x = (xi)i∈[d].
Further, we encode the constraint (14a) as

ζ1 ≡ ∃ x :

∑
i∈[d]

xix∗i = 1 ∧

 ∑
i, j∈[d]

x∗i x j 〈i, j|

M
 ∑

i, j∈[d]

xix∗j |i, j〉

 ≤ τ2

 , (16a)

which is the desired A-polynomial formula, involving at most

• 2d real variables (converted from d complex variables x) for expressing |ψ〉,

• one quadratic equation for the purity, and

• one quartic inequality for the comparison.

Similarly, the A-polynomial formula for encoding the constraint (14b) is

ζ2 ≡ ∀ x :

∑
i∈[d]

xix∗i = 1→

 ∑
i, j∈[d]

x∗i x j 〈i, j|

M
 ∑

i, j∈[d]

xix∗j |i, j〉

 ≥ τ2

 . (16b)

Suppose the input E involves real algebraic numbers Λ = {λ j : j ∈ [e]}. Then the A-
polynomial formulas (16) are named by ζ1(Λ) and ζ2(Λ), respectively. To effectively deal with
them, we resort to the standard encoding of real algebraic number λ that uses minimal polynomial
fλ plus isolation interval Iλ, which is given by linear inequalities, like z ∈ Iλ ≡ L < z < U for
some rational endpoints L and U of Iλ, to distinguish λ from other real roots of fλ. In such a way,
to encode each real algebraic number λ, we introduce at most

• one real variable z,

• one equation fλ = 0 of degree deg( fλ), and

• two linear inequalities z > L and z < U from the isolation interval Iλ of λ.

For instance, the aforementioned algebraic number 1/
√

2 occurring in |±〉 can be encoded as the
unique solution to z2 = 1

2 ∧ 0 < z < 1.
The A-polynomial formulas ζ1(Λ) and ζ2(Λ) can be rewritten as the Q-polynomial ones:

ζ1(Λ) ≡ ∃ z :

∧
j∈[e]

( fλ j (z j) = 0 ∧ z j ∈ Iλ j ) ∧ ζ1(z)

 (17a)

ζ2(Λ) ≡ ∀ z :

∧
j∈[e]

( fλ j (z j) = 0 ∧ z j ∈ Iλ j )→ ζ2(z)

 , (17b)

where z = (z j) j∈[e] are real variables introduced to symbolize Λ. Note that the existential quan-
tifier ∃ z and the universal quantifier ∀ z can be mutually converted here, since for each j ∈ [e],
the solution (i. e., λ j) to the subformula fλ j (z j) = 0 ∧ z j ∈ Iλ j uniquely exists by the standard
encoding of λ j.

Finally, applying the existential theory of the reals [4, Theorem 13.13], we obtain:

Theorem 5.12 (Decidability). It is in exponential time to decide the fidelity-quantifier formula
F∼τ(φ).
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Proof. It suffices to show that the formulating subprocedure is in polynomial time, and that the
deciding subprocedure is in exponential time.

The encoding on the purity is plainly in O(d). Encoding the left hand side of the comparison
(e. g. the formula (15)) involves a few matrix-vector multiplications over a d2-dimensional vector
space, which costs O(d4). Thus encoding the polynomial formulas (17) is in O(d4), which means
that the formulating subprocedure is in polynomial time.

Then we analyze the deciding subprocedure, which invokes the following Algorithm 2 on the
formulas (17). Technically, the formulas (17) have

• a block of 2d +e real variables x and z quantified all by ‘∃’ for (17a) or all by ‘∀’ for (17b),

• at most C = 2 + 3e distinct polynomials of degree at most D = max(4,max j∈[e] deg( fλ j )).

Thereby, the complexity is in C2d+e+1DO(2d+e), an exponential hierarchy. �

Algorithm 2 Existential Theory of the Reals [4, Theorem 13.13].

true/false← QE(Q x : F(x))

Input: Q x : F(x) is a quantified polynomial formula, in which

• x is a block of k real variables, which is quantified by Q ∈ {∀,∃},

• each atomic formula in F is in the form p ∼ 0 where ∼∈ {<,≤,=,≥, >,,},

• all distinct polynomials p, regardless of a constant factor, extracted from those atomic
formulas p ∼ 0 form a polynomial collection P,

• C is the cardinality of P, and

• D is the maximum degree of the polynomials in P.

Output: true/false is the truth of Q x : F(x).
Complexity: Ck+1DO(k).

There are many packages that have implemented Algorithm 2, such as Reduce (a.k.a. Red-
log [9]) and Z3 [7].

Example 5.13. We reconsider the path formulas φ3 and φ4 in Example 5.9. For the bounded-
until formula φ4 = trueU ≤15(ok ∨ error), the explicit matrix representationM of ∆(φ4) has
been obtained. Now we are to decide the fidelity-quantifier formula F≤τ(φ4).

After introducing the real variables µ = <(x) and ν = =(x) where x = (xi)i∈[4] encodes the
pure state |ψ〉〈ψ|, we have the desired polynomial formula

∃ {µ,ν} : [‖µ‖ + ‖ν‖ = 1 ∧ h(µ,ν) ≤ τ2],

where ‖µ‖ + ‖ν‖ = 1 encodes the purity and h(µ,ν) ≤ τ2 encodes the comparison. The detailed
expressions could be found in Appendix A.

Using Reduce [9], the fidelity-quantifier formula F≤3351/5000(φ4) is decided to be true while
F≤67/100(φ4) is false. In other words, Fid(∆(φ4)) is in ( 67

100 ,
3351
5000 ], which entails that nearly 67%

of the original quantum information at s3 would be delivered at the terminal s4 or s5 within 15
steps through the noisy channel C1.
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path formula fidelity-quantifier formula decision minimum fidelity

φ3 = trueU (ok ∨ error)
F≤3351/5000(φ3) false

( 3351
5000 ,

6703
10000 ]

F≤6703/10000(φ3) true

φ4 = trueU ≤15(ok ∨ error)
F≤67/100(φ4) false

( 67
100 ,

3351
5000 ]

F≤3351/5000(φ4) true

Table 1: Results on deciding the fidelity-quantifier formulas

Similarly, for the unbounded-until formula φ3 = trueU (ok ∨ error), we have that both
F>3351/5000(φ3) and F≤6703/10000(φ3) hold, as the above bounded-until formula approaches the
unbounded-until one. All the experimental results are summarized in Table 1.

Remark 5.14. When the initial density operator ρ is given and all the entries in the Kraus oper-
ators of Q(s, t) with s, t ∈ S are rational, it would be in polynomial time to decide (s, ρ) |= F∼τ(φ),
since the time-consuming quantifier elimination is saved then. It is consistent with the existing
work [28].

Implementation. We have implemented the presented method in Wolfram language on the plat-
form Mathematica, incorporated with the built-in tool Reduce [9]. We provide all the function
prototypes of the proposed methods for deciding the fidelity-quantifier formulas, and package
them into user-friendly interfaces for users to call in the Wolfram file Functions.nb. The core
functions are delivered as follows:

• QMCinitialize constructs and initializes QMC model with given information;

• ComputeBSCC computes the direct-sum of all BSCC subspaces w. r. t. a specified super-
operator;

• NextSOVM, BuntilSOVM and UBuntilSOVM synthesize the super-operator of three kinds
of path formulas respectively and return the corresponding matrix representation;

• DecideFidQuantifierFormu decides the truth of fidelity-quantifier formulas over a QMC
with parametric initial quantum state for a given threshold.

Thus we can for instance ensure good interactivity after inputting the data for QMC model
that compiles with the specification. Under a PC with Intel Core i7-6700 CPU and 8 GB RAM,
the overall performance of our running examples is acceptable and the detailed performance
when deciding the fidelity-quantifier formulas corresponding to four instances in Example 5.13
is shown in Table 2. Finally, we have to address that the fidelity computation for the QMC
with a concrete initial quantum state is always much efficient (usually within 1 second); while
the fidelity computation for the QMC with a parametric initial quantum state may be ineffi-
cient, since in the worst case the quantifier elimination is exponential-time. We carry on the
running examples in the paper in file Example-BasicInfo.nb. The source code of the imple-
mentation and more guidance for users are available at: https://github.com/melonysuga/
PaperFidelityExamples-.git.
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path formula fidelity-quantifier formula memory (MB) time (s)

φ3 = trueU (ok ∨ error)
F≤3351/5000(φ3) 76.60 1.66
F≤6703/10000(φ3) 76.61 1.59

φ4 = trueU ≤15(ok ∨ error)
F≤67/100(φ4) 127.68 2.78
F≤3351/5000(φ4) 120.428 2.25

Table 2: Performance on deciding the fidelity-quantifier formulas

6. Conclusion

In this paper, we introduced a quantum extension of computation tree logic (QCTL), which
consisted of state formulas and path formulas. A model checking algorithm was presented over
the quantum Markov chains (QMCs). We gave a simple polynomial time procedure that could
remove all fixed-points w. r. t. a super-operator. Then we synthesized the super-operators of path
formulas using explicit matrix representation, and decided the fidelity-quantifier formulas by a
reduction to quantifier elimination in the existential theory of the reals. Finally, model checking
QCTL formulas against QMCs were shown to be decidable in exponential time.

We believe that the proposed method could be extended to:

• synthesize the SOVM for the multiphase until formula Φ1U I1Φ2U I2 · · ·Φk−1U Ik−1Φk with
proper time intervals Ii that cannot be expressed by any nested binary until formula, like
Φ1U I1 (Φ2U I2 · · · (Φk−1U Ik−1Φk) · · · ), since all the time intervals Ii in a multiphase until
formula are measured from the start of the path while all time intervals Ii in a nested
binary until formula are measured from the immediately prior transition points (please
refer to [27] for more details);

• synthesize the SOVM for the conjunction φ1 ∧ φ2, so that the conditional fidelity, similar
to conditional probability [1, 13], could be established;

• synthesize the SOVM for the negation ¬φ, so that the safety property�Φ = ¬(trueU¬Φ)
could be analyzed;

• decide the analogy of SOVM-quantifier formula over parametric QMCs. The positive-
operator valued measure (POVM) would be a key tool to attack it.

Acknowledgements

The authors are grateful to the anonymous reviewer whose careful and insightful comments
significantly improve the presentation and resolve inconsistencies. This work is supported by
the National Natural Science Foundation of China (Nos. 11871221, 61832015, and 62072176),
the National Key R&D Program of China (No. 2018YFA0306704), the Fundamental Research
Funds for the Central Universities (No. 2021JQRH014), the Research Funds of Happiness
Flower ECNU (No. 2020ECNU-XFZH005), and the Inria-CAS joint project Quasar.

26



Appendix A. Some Computational Details

In Example 5.5, we have computed the projection PΓ of the subspace Γ covering all fixed-
points of F¬ok∧¬error, and thus we get

PΓ⊥ = IHcq − PΓ

= (|s0〉〈s0| + |s1〉〈s1| + |s2〉〈s2| + |s3〉〈s3| + |s4〉〈s4| + |s5〉〈s5|) ⊗ I ⊗ I −
(|s0〉〈s0| ⊗ |1, 1〉〈1, 1| + |s1〉〈s1| ⊗ |1,+〉〈1,+|)

= |s0〉〈s0| ⊗ |1, 2〉〈1, 2| + |s0〉〈s0| ⊗ |2〉〈2| ⊗ I + |s1〉〈s1| ⊗ |1,−〉〈1,−| + |s1〉〈s1| ⊗ |2〉〈2| ⊗ I +

(|s2〉〈s2| + |s3〉〈s3| + |s4〉〈s4| + |s5〉〈s5|) ⊗ I ⊗ I.

Applying the rule that the composition E2 ◦ E1 is given by {E2,`2 E1,`1 : `1 ∈ [m1] ∧ `2 ∈ [m2]},
we calculate the Kraus representation of the super-operator F¬ok∧¬error ◦ PΓ⊥ as

|s1〉〈s0| ⊗ |1,+〉〈1, 1| , 4
5 |s1〉〈s0| ⊗ |1,−〉〈1, 2| , 3

5 |s5〉〈s0| ⊗ |1, 2〉〈1, 2| ,
|s5〉〈s0| ⊗ |2〉〈2| ⊗ I, |s0〉〈s1| ⊗ |1, 1〉〈1,+| , 4

5 |s0〉〈s1| ⊗ |1, 2〉〈1,−| ,
3
5 |s2〉〈s1| ⊗ |1, 2〉〈1,−| , |s2〉〈s1| ⊗ |2〉〈2| ⊗ I, 12

25 |s0〉〈s2| ⊗ X ⊗ I,
9
25 |s0〉〈s2| ⊗ X ⊗ X, 16

25 |s3〉〈s2| ⊗ I ⊗ I, 12
25 |s3〉〈s2| ⊗ I ⊗ X,

12
25 |s0〉〈s3| ⊗ I ⊗ Z, 12

25 |s0〉〈s3| ⊗ Z ⊗ I, 16
25 |s4〉〈s3| ⊗ I ⊗ I, 9

25 |s4〉〈s3| ⊗ Z ⊗ Z


◦

{
|s0〉〈s0| ⊗ |1, 2〉〈1, 2| + |s0〉〈s0| ⊗ |2〉〈2| ⊗ I + |s1〉〈s1| ⊗ |1,−〉〈1,−| + |s1〉〈s1| ⊗ |2〉〈2| ⊗ I
+ |s2〉〈s2| ⊗ I ⊗ I + |s3〉〈s3| ⊗ I ⊗ I + |s4〉〈s4| ⊗ I ⊗ I + |s5〉〈s5| ⊗ I ⊗ I

}

=



4
5 |s1〉〈s0| ⊗ |1,−〉〈1, 2| , 3

5 |s5〉〈s0| ⊗ |1, 2〉〈1, 2| , |s5〉〈s0| ⊗ |2〉〈2| ⊗ I,
4
5 |s0〉〈s1| ⊗ |1, 2〉〈1,−| , 3

5 |s2〉〈s1| ⊗ |1, 2〉〈1,−| , |s2〉〈s1| ⊗ |2〉〈2| ⊗ I,
12
25 |s0〉〈s2| ⊗ X ⊗ I, 9

25 |s0〉〈s2| ⊗ X ⊗ X, 16
25 |s3〉〈s2| ⊗ I ⊗ I,

12
25 |s3〉〈s2| ⊗ I ⊗ X, 12

25 |s0〉〈s3| ⊗ I ⊗ Z, 12
25 |s0〉〈s3| ⊗ Z ⊗ I,

16
25 |s4〉〈s3| ⊗ I ⊗ I, 9

25 |s4〉〈s3| ⊗ Z ⊗ Z


.

Each Kraus operator after tracing out the classical information is actually the corresponding
element Qi, j,`Pk in the matrix representation (13a). Then the explicit matrix form ofM2 can be
computed as presented in Example 5.9. The same is applied to the computation of the matrix
representationM3.

The matrix representation S2M(∆(φ4)) of ∆(φ4) in Example 5.9 is∑
i∈[6]

(〈i| ⊗ IH⊗H )M3(IHcq⊗H −M
16
2 )(IHcq⊗H −M2)−1(|4〉 ⊗ IH⊗H )

= 7
25 I ⊗ I ⊗ I ⊗ I + 135172248480317003605337382912

5684341886080801486968994140625 |1, 1〉〈1, 2| ⊗ |1, 1〉〈1, 2| +

1952505842866906373900886182688
5684341886080801486968994140625 |1, 2〉〈1, 2| ⊗ |1, 2〉〈1, 2| +

162
625 (|1, 2〉〈1, 2| + |2, 1〉〈2, 1|) ⊗ (|1, 2〉〈1, 2| + |2, 1〉〈2, 1|) +

162
625 (|1, 1〉〈1, 1| + |2, 2〉〈2, 2|) ⊗ (|1, 1〉〈1, 1| + |2, 2〉〈2, 2|) + 288

625 |2, 1〉〈2, 1| ⊗ |2, 1〉〈2, 1| +

288
625 |2, 2〉〈2, 2| ⊗ |2, 2〉〈2, 2| +

225621334629609241922855424
9094947017729282379150390625 |2, 1〉〈1, 2| ⊗ |2, 1〉〈1, 2| +

401104594897083096751742976
9094947017729282379150390625 |2, 2〉〈1, 2| ⊗ |2, 2〉〈1, 2| ,
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and the matrix representation S2M(∆(φ3)) is∑
i∈[6]

(〈i| ⊗ IH⊗H )M3(IHcq⊗H −M2)−1(|4〉 ⊗ IH⊗H )

= 7
25 I ⊗ I ⊗ I ⊗ I + 223617024

9272485625 |1, 1〉〈1, 2| ⊗ |1, 1〉〈1, 2| +
3210041376
9272485625 |1, 2〉〈1, 2| ⊗ |1, 2〉〈1, 2| +

162
625 (|1, 2〉〈1, 2| + |2, 1〉〈2, 1|) ⊗ (|1, 2〉〈1, 2| + |2, 1〉〈2, 1|) +

162
625 (|1, 1〉〈1, 1| + |2, 2〉〈2, 2|) ⊗ (|1, 1〉〈1, 1| + |2, 2〉〈2, 2|) +

288
625 |2, 1〉〈2, 1| ⊗ |2, 1〉〈2, 1| +

288
625 |2, 2〉〈2, 2| ⊗ |2, 2〉〈2, 2| +

373248
14835977 |2, 1〉〈1, 2| ⊗ |2, 1〉〈1, 2| +

663552
14835977 |2, 2〉〈1, 2| ⊗ |2, 2〉〈1, 2| .

The expression ‖µ‖+ ‖ν‖ in Example 5.13 is µ2
1 +ν2

1 +µ2
2 +ν2

2 +µ2
3 +ν2

3 +µ2
4 +ν2

4. Based on the
explicit matrix formM = S2M(∆(φ4)) obtained in Example 5.9, we can expand the expression
h(µ,ν) in the constraint (16a) as

337
625ν

4
1 + 3318403704685565836307974101662

5684341886080801486968994140625ν
2
1ν

2
2 + 5017502987841674535674567823313

5684341886080801486968994140625ν
4
2 + 14

25ν
2
1ν

2
3 +

10033612198548867359598636674
9094947017729282379150390625 ν

2
2ν

2
3 + ν4

3 + 674
625ν

2
1ν

2
4 + 5494274924825481229075961726

9094947017729282379150390625ν
2
2ν

2
4 +

14
25ν

2
3ν

2
4 + ν4

4 + 674
625ν

2
1µ

2
1 + 3318403704685565836307974101662

5684341886080801486968994140625ν
2
2µ

2
1 + 14

25ν
2
3µ

2
1 + 674

625ν
2
4µ

2
1 +

337
625µ

4
1 + 3318403704685565836307974101662

5684341886080801486968994140625ν
2
1µ

2
2 + 10035005975683349071349135646626

5684341886080801486968994140625 ν
2
2µ

2
2 +

10033612198548867359598636674
9094947017729282379150390625 ν

2
3µ

2
2 + 5494274924825481229075961726

9094947017729282379150390625ν
2
4µ

2
2 +

3318403704685565836307974101662
5684341886080801486968994140625µ

2
1µ

2
2 + 5017502987841674535674567823313

5684341886080801486968994140625µ
4
2 + 14

25ν
2
1µ

2
3 +

10033612198548867359598636674
9094947017729282379150390625 ν

2
2µ

2
3 + 2ν2

3µ
2
3 + 14

25ν
2
4µ

2
3 + 14

25µ
2
1µ

2
3 + 10033612198548867359598636674

9094947017729282379150390625 µ
2
2µ

2
3 +

µ4
3 + 674

625ν
2
1µ

2
4 + 5494274924825481229075961726

9094947017729282379150390625ν
2
2µ

2
4 + 14

25ν
2
3µ

2
4 + 2ν2

4µ
2
4 + 674

625µ
2
1µ

2
4 +

5494274924825481229075961726
9094947017729282379150390625µ

2
2µ

2
4 + 14

25µ
2
3µ

2
4 + µ4

4.
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