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Light springs (LSs) have played essential roles in particle rotation and manipulation, optical super-resolution imaging, and op-

tical information coding. In related research areas, it is important to accurately measure spatiotemporal information on LSs to

understand and analyze their applications. However, there is no experimental method that can accurately detect the drastic spatial

evolution of ultrafast LSs to date. Therefore, in this study, we propose a compressed ultrafast photography (CUP) technique

to observe LSs in spatial and temporal dimensions with a snapshot. Using our home-built CUP system, we successfully cap-

ture spatiotemporal information on picosecond LSs with two and four petals, involving spatial structure and rotation velocity;

furthermore, the experimental measurements are in good agreement with theoretical simulations. This study provides a novel

visualization method for specifically measuring the spatial structure and temporal evolution of LSs, thus establishing a new idea

for accurately characterizing spatiotemporal information on complex ultrafast laser fields.
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1 Introduction

Light springs (LSs), as a type of novel-shaped ultrafast laser

beam carrying orbital angular momentum (OAM), have a

helical structure in both phase and intensity profile [1-3].

Because of unique properties, LSs have attracted attention

in particle rotation and manipulation [4-6], optical super-
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resolution imaging [7], and optical information coding [8,9].

Among these pioneering studies, Paterson et al. [4] used a

rotating glass plate to generate LSs with a 5-Hz rotational

frequency and successfully applied it to the rotational ma-

nipulation of microscopic particles, which provided a method

for precisely manipulating biological molecules such as ori-

enting DNA strands. By controlling the intensity distribu-

tion and azimuth angle of LSs, Yang et al. [8] added a

degree of freedom in optical information coding that could
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significantly increase the information transmission capacity,

which provided a promising technique for solving problems

of insufficient communication capacity. Recently, Krüger et

al. [7] applied LSs to tomographic stimulated emission de-

pletion microscopy; compared with traditional gaussian-type

structured light, the rotationally symmetric structured light

can considerably reduce the luminescence threshold inten-

sity and photobleaching of biological samples. These ap-

plications of LSs have increased demands on precision con-

trol and measurement. Usually, LSs can be obtained by su-

perimposing Laguerre-Gaussian (LG) beams where the az-

imuthal mode indexes correlate with their frequencies. Mul-

tiple approaches have been proposed to generate LSs, primar-

ily via a modulation strategy using spatial light modulator

[10], acousto-optic modulator [11], axially symmetric polar-

ization elements [12], or Michelson interferometer (MI) [13].

Among these approaches, the MI-based strategy is easy to ad-

just the topological charges (TCs) of LG beams as well as the

rotation velocity of the wavefront; therefore, it is convenient

and flexible to generate LSs with multiple azimuthal intensity

helixes and rotation velocities. Certain experimental methods

have attempted to quantitatively characterize the spatiotem-

poral information on LSs; however, all these methods show

distinct deficiencies. For example, a pump-probe scheme-

based time-resolved sum-frequency generation (SFG) imag-

ing method [2] cannot detect single pulses; therefore, it is

invalid to sense variations in different pulses. Ultrafast fram-

ing cameras [14] cannot obtain complete spatiotemporal in-

formation on LSs because of the small sequence depth (i.e.,

the number of frames per exposure). To our knowledge, an

experimental method that can completely detect the dras-

tic spatial evolution behavior of ultrafast LSs does not ex-

ist. To address the abovementioned issues, we proposed a

compressed ultrafast photography (CUP) [15, 16] technique

to realize the single-shot real-time spatiotemporal detection

of ultrafast LSs.

To date, multiple technical approaches have been devel-

oped for ultrafast snapshot temporal imaging such as sequen-

tially timed all-optical mapping photography (STAMP) [17],

frequency-domain tomography (FDT) [18], frequency recog-

nition algorithm for multiple exposures (FRAME) [19], ul-

trafast all-optical solid-state framing camera (UASFC) [20],

single-shot imaging technique based on spatial/temporal di-

vision and routing (STDR) [21], time and spatial-frequency

multiplexing (TSFM) [22], and CUP. All these imaging

schemes have their advantages and disadvantages; both

STEAM and FRAME are active imaging technologies, pre-

venting them from measuring the self-emission ultrafast pro-

cesses, whereas FDT, UASFC, STDR, and TSFM depend on

the number of beam splitters, thereby requiring high lumi-

nous flux, and the total number of frames is usually no larger

than 10. CUP combines streak imaging [23] and compressed

sensing [24], which is a receive-only snapshot imaging tech-

nology; therefore, it is suitable for recording nonrepeatable

or irreversible transient events [25-27]. In CUP, the dynamic

scene is encoded in space and sheared in time. Subsequently,

the modulated dynamic scene is integrally recorded by a 2D

array device. Finally, the original dynamic scene can be re-

covered from the 2D image via image reconstruction. Owing

to the excellent performance of CUP in both imaging speed

and sequence depth, it has been successfully employed to ob-

serve multiple transient optical scenes such as capturing fly-

ing photons [28], recording moving volumetric objects [29],

imaging the spatiotemporal dynamics of plasma [25], ob-

serving optical chaos [27], and dissipative soliton dynamics

[30].

In this study, two vortex retarders with different TCs and

an asymmetric MI are designed to generate picosecond LSs

with two or four petals; then, CUP is employed to cap-

ture ultrafast LSs with snapshot; finally, a fast and flexi-

ble denoising convolutional neural network (FFDNet)-based

plug-and-play (PnP) alternating direction method of multi-

plier (ADMM) framework algorithm (ADMM-FFDNet) is

employed to reconstruct the original ultrafast LSs [31-34].

The results agree with the theoretical calculations in both the

spatial structure and rotation velocity of LSs, which confirm

that CUP can realize the single-shot real-time imaging of ul-

trafast LSs. The precise measurement of spatiotemporal in-

formation on LSs is important for advancing their applica-

tions in the abovementioned areas, as well as generating iso-

lated strong half-cycle pulses in the field of attosecond sci-

ence [35], and verifying the exchange of OAM between laser

light and matter at relativistic intensity areas [36], and so on.

2 Principles of LSs and CUP

2.1 Principle of LSs

For the MI-based method, LSs are obtained by overlapping

two temporally chirped vortex pulses with different instan-

taneous frequencies and TCs in space and time [2, 13]. The

vortex optical field is generated using a vortex retarder sand-

wiched by two quarter-waveplates; it can be expressed as fol-

lows [37, 38]:

El(r, θ, ω, t) = E(r, θ)E(t) exp(ilθ) exp(iωt), (1)

where l is the TC, ω is the instantaneous frequency of the op-

tical field, E(t) is the Fourier transform of E(ω), and E(r, θ)
is the space-dependent complex amplitudes. E(r, θ) is deter-
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mined as follows:

E(r, θ) = El
z=0(r, θ) =

(
2

π|l|!
) 1

2 1

w
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where w denotes the beam radius. Considering two vortex

beams El1 (r, θ, ω1, t) and El1 (r, θ, ω2, t) with different TCs,

the beat frequency δω is δω = ω1 − ω2 when ω0 = (ω1 +

ω2)/2. Thus, the LSs can be written as follows:

E(r, θ, t) = El1 (r, θ, ω1, t) + El2 (r, θ, ω2, t)

=

[
E1(r, θ)E1(t) exp

(
il1θ − i

δω

2
t
)

+ E2(r, θ)E2(t) exp
(
il2θ + i

δω

2
t
)]

exp (iω0t) . (3)

From eq. (3), the finally formed optical field has a symmet-

rical structure, which is jointly determined by l1 and l2 and

its symmetry axis periodically changes. Once E(r, θ, t) is set

to 0, the angular velocity Ω is formulated by considering the

derivative of t with respect to θ as follows:

Ω =
dθ

dt
=
δω

|l1 − l2| . (4)

For ultrafast chirped pulse generated by dispersive elements,

the relationship between ω and t can be expressed as ω(t) =
Ct+ω0, where C is the chirp coefficient [39,40], which is an

inherent property of the chirped pulse; it can be determined

by the transform-limited pulse width τ0 and chirp pulse width

τ as follows:

C ≈ 4 ln(2)

τ2

√
τ2

τ2
0

− 1. (5)

Thus, the beat frequency δω can be written as δω = ω(t) −
ω(t − δt) = Cδt, where δt is the time delay between the two

chirped vortex pulses in the MI system. Finally, Ω can be

simplified as follows:

Ω =
Cδt
|l1 − l2| . (6)

Furthermore, the rotation period T can be written as follows:

T =
2π |l1 − l2|
δω

=
2π |l1 − l2|

Cδt
. (7)

Based on eq. (7), the following can be concluded: (1) the

smaller |l1 − l2|, the smaller T ; (2) the smaller δt, the larger T .

When δt is 0, the symmetrical structure of LSs will be fixed,

which can be used to determine time zero of two chirped vor-

tex pulses.

2.2 Principle of CUP

In CUP, the entire operation process can be divided into two

parts: data acquisition and image reconstruction. In the data

acquisition, a dynamic scene is spatially encoded by a digital

micromirror device (DMD), temporally sheared by a streak

camera, and integrally measured by a complementary metal-

oxide-semiconductor (CMOS). The obtained 2D image can

be mathematically formulated as follows [15]:

E(m, n) = TSCI(x, y, t), (8)

where I(x, y, t) represents the intensity distribution of the vor-

tex laser field, i.e., the picosecond LSs in this study; C, S, and

T are spatial encoding, temporal shearing, and spatiotempo-

ral integration operators, respectively; E(m, n) is the intensity

distribution detected by CMOS. For simplicity, set A = TSC;

thus, eq. (8) can be rewritten as follows:

y = Ax + n, (9)

where A ∈ RWH×WHB is the measurement matrix, y ∈ RW×H is

the measurement value obtained by sampling, x ∈ RW×H×B is

the datacube of dynamic scene, and n denotes the measure-

ment and sensor noise in the image acquisition process; W
and H are the width and height of image sensor, respectively.

For image reconstruction, the original dynamic scene

needs to be recovered as faithfully as possible from the ac-

quired 2D image, which is an under-determined optimiza-

tion problem. One technique to solve the optimization prob-

lem is by introducing prior information or assumptions. In

this study, an ADMM-FFDNet algorithm is employed to ob-

tain the approximate result by solving the following problems

[32]:

(x̂, v̂) = argminx,v f (x) + λg(v), subject to x = v, (10)

where f (x) is the objective function, λ is the regularization

parameter, g(v) is the regularization function, and v is an aux-

iliary variable. The regularization parameter λ can be ad-

justed to guide the reconstruction results with almost identi-

cal physical reality. This problem can be solved by figuring

out the following series of subproblems:

x(k+1) = argminx f (x) +
ρ

2

∥∥∥∥∥∥x −
(
v(k) − 1

ρ
u(k)

)∥∥∥∥∥∥
2

2

, (11)

v(k+1) = argminv λg(v) +
ρ

2

∥∥∥∥∥∥v −
(
x(k) +

1

ρ
u(k)

)∥∥∥∥∥∥
2

2

, (12)

u(k+1) = u(k) + ρ
(
x(k+1) − v(k+1)

)
, (13)

where the superscript k represents the number of iterations,

which should be less than the total number of iterations N,

and ρ is a penalty parameter introduced by ADMM [41]. The



C. Jin, et al. Sci. China-Phys. Mech. Astron. December (2021) Vol. 64 No. 12 124212-4

FFDNet is used as the image denoiser; thus, the solution of

eq. (12) can be written as follows:

v(k+1) = DFFDNet

(
x(k+1) +

1

ρ
u(k)

)
, (14)

where DFFDNet indicates the FFDNet denoiser. In the PnP

framework [42], an inverse problem is regularized using a

deep learning denoiser within the ADMM iterative algo-

rithm. The entire flowchart of image reconstruction is shown

in Figure 1.

3 Experimental design

An experimental arrangement for imaging LSs via CUP is

shown in Figure 2. In an LS component, a mode-locked

Ti:Sapphire laser amplifier is employed to generate a tem-

porally chirped pulse with about 40-ps pulse width and an

800-nm central wavelength. The output chirped pulse is con-

verted into the vortex pulse by passing through two quarter-

waveplates (Q1 and Q2) and a vortex retarder (V), where the

vortex retarder is placed between the two quarter-waveplates;

then, a Glan prism (P) is used to ensure that the vortex pulse

is linearly polarized. To generate a pair of vortex subpulses

with conjugated TCs, the vortex pulse is divided into two

subpulses by a beam splitter (BS1) and then passed through

an asymmetric MI with three mirrors (M1-3) in one arm and

a retro-reflecting prism (RP) in the other arm, where the time

delay between the two subpulses can be precisely controlled
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Figure 1 (Color online) Flowchart of image reconstruction based on

ADMM-FFDNet algorithm.

by a linear-piezo-motor driven delay stage. When the pair

of vortex subpulses are combined by the second beam split-

ter (BS2), LSs are successfully generated. Furthermore, the

petals of LSs can be conveniently manipulated by designing

the TCs of two vortex retarders.

In the CUP component, the generated LSs, as the dynamic

scene, are imaged on a DMD via two 4f imaging systems

where each imaging system comprises a couple of lenses

(L1-2 or L3-4). The dynamic scene is spatially encoded by

the DMD, which consists of millions of micromirrors, and

each micromirror can be individually tilted into 12 as “on”

or “off” states. A pseudorandomly distributed binary pat-

tern is loaded on the DMD as the mask. The encoded dy-

namic scene reflected from “on” micromirrors is collected

by the second 4f imaging system (L3-4), then reflected by

another beam splitter (BS3), and finally integrally measured

by a streak camera (Hamamatsu, C7700) with the slit being

fully opened.

4 Results and discussion

From eqs. (6) and (7), the rotation period T or the angular

velocity Ω was determined by δt and |l1 − l2|. In our exper-

iment, the TCs of the vortex retarders were 1 and 2, respec-

tively. Limited by the imaging speed of 500 billion frames

per second (fps) in our CUP system [43], which could not ob-

serve the ultrafast dynamic scene within 2 ps. Therefore, to

ensure that the rotation velocity in the pulse width τ = 40 ps

could be clearly observed, δt < 145 fs for l1 = −l2 = 1 and

δt < 290 fs should be satisfied for l1 = −l2 = 2, respectively.

Moreover, the rotation direction could be switched by con-

trolling the time order of two vortex subpulses. In this study,

we used the two vortex retarders with the TCs of 1 and 2 to

generate two- and four-petal LSs and then measured the ro-

tation velocities and directions of two LSs by controlling the

time interval and order of two vortex subpulses.

4.1 Imaging two-petal LSs

First, the two-petal LSs were generated by employing the

two vortex subpulses with conjugated TCs of 1 and −1 at

the time delays of 30 and 100 fs, respectively. After data ac-

quisition and image reconstruction, the representative recon-

structed results are shown in Figure 3(a) and (c). A total of 16

frames are given, and the temporal interval between two adja-

cent frames is 4 ps. The two-petal structure in each frame can

be observed. Moreover, the two-petal LSs show the counter-

clockwise rotation. For comparison, the spatiotemporal evo-

lutions of LSs were also theoretically simulated using eq. (3)

based on the experimental parameters, where E1(r, θ)E1(t)
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Figure 2 (Color online) Experimental design for imaging LSs via CUP, where CLP: chirped laser pulses; Q1-Q2: quarter-waveplates; V: vortex retarder; P:

Glan prism; RP: retro-reflecting prism; M1-M3: mirrors; BS1-BS3: beam splitters; L1-L4: lenses; DMD: digital micromirror device.
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Figure 3 (Color online) Imaging two-petal LSs. (a), (c) Experimental and theoretical results with the time delays of 30 and 100 fs, respectively; (b), (d)

extracted time-dependent rotation angles from (a) and (c), respectively, together with linear fitting. Two spatiotemporal evolution movies of two-petal LSs

corresponding to the time delays are provided in visualizations 1 and 2 (see Supporting Information).

was set to be equal to E2(r, θ)E2(t). Similarly, a total of

16 frames with the temporal frame interval of 4 ps are also

given in Figure 3(a) and (c). The experimental results agreed

with the theoretical simulations, both in the structures and

intensities in the spatiotemporal evolutions. In addition, the

two petals showed good symmetry at the time delay of 30 fs,

whereas the symmetry worsened at the time delay of 100 fs

due to the faster rotation speed.

To quantitatively achieve rotation-related velocity, a log-

polar transform-based matching algorithm [44, 45] was em-

ployed to calculate the angle between the imaginary axial and

vertical lines in each frame; both experimental and theoret-

ical results are shown in Figure 3(b) and (d) for the time

delays of 30 and 100 fs, respectively, along with linear fit-

ting. The experimental results agreed well with the theoret-

ical simulations. Based on Figure 3(b) and (d), the rotation

velocities were calculated using eq. (6); the calculation re-

sults are shown in Table 1. At the 30-fs time delay, the ro-

tation velocities were 1.28 and 1.24◦/ps for the experimen-

tal measurement and theoretical simulation, respectively, and

their relative error was only 3.23%. When the time delay in-

creased to 100 fs, the experimental and theoretical rotation

velocities were, respectively, 4.10 and 4.14◦/ps, and the rela-

tive error was 0.98%, which was insignificant. The rotation

velocity at the time delay of 100 fs was about three times that

at the time delay of 30 fs, which completely agreed with the
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theoretical model prediction.

4.2 Imaging four-petal LSs

The four-petal LSs were generated via the same strategy us-

ing the two vortex subpulses with conjugated TCs of 2 and −2

at the time delays of −40 and −80 fs, respectively. The mi-

nus sign represents the opposite time order between the two

vortex subpulses compared with that in Figure 3. Similarly,

Figure 4(a) and (c) show a total of 16 frames with 4-ps tem-

poral frame interval for reconstructed results and theoretical

simulations, respectively. Similar to Figure 3, the evolution

of the spatial structure for the four-petal LSs could be ob-

served, which demonstrated the robust performance of CUP

in measuring the vortex light field. Furthermore, by switch-

ing the time order of the two vortex subpulses, the four-petal

LSs demonstrated a clockwise rotation, which was the op-

posite of the two-petal LSs in Figure 3. Note that the spa-

tial symmetry of the four-petal structure was worse than that

of the two-petal LSs, which should be attributed to the more

rigorous requirements for generating the four-petal LSs in the

spatial overlap of the two vortex subpulses. This deformation

would be submerged in the rotation of LSs, which was dif-

ficult to recognize using conventional detectors. Moreover,

any small vibration in the experiment would induce an ob-

vious spatial distortion, which demonstrated the relevance

of the spatiotemporal dynamic measurement of LSs with a

snapshot.

Furthermore, similar algorithms were employed to calcu-

late the rotation angles of Figure 4(a) and (c); the calculation

results are given in Figure 4(b) and (d). Moreover, the ex-

perimental results and theoretical simulations agreed. The

rotation velocities of four-petal LSs were calculated (Table

2). When the time delay was set to −40 fs, the experimental

rotation velocity was −0.83◦/ps, which was exactly the same

as the theoretical value. When the time delay was adjusted to

−80 fs, which was two times as much as −40 fs, the experi-

mental rotation velocity increased to −1.62◦/ps; furthermore,

the relative error was only 1.85% compared with the theoret-

ical value of −1.65◦/ps.

As reported previously, both two- and four-petal LSs mea-

sured by CUP demonstrated high-quality consistency with

theoretical simulations. Owing to the high data compres-

sion ratio of CUP, the reconstructed images had some degree

of smoothness and distortion; however, compared with other

detection methods such as time-resolved SFG imaging [2]

Table 1 The rotation velocities of two-petal LSs at different time delays

Time delay Experiment (◦/ps) Theory (◦/ps) Relative error (%)

δt = 30 fs 1.28 1.24 3.23

δt = 100 fs 4.10 4.14 0.98

Table 2 The rotation velocities of four-petal LSs at different time delays

Time delay Experiment (◦/ps) Theory (◦/ps) Relative error (%)

δt = −40 fs –0.83 –0.83 0

δt = −80 fs –1.62 –1.65 1.85
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Figure 4 (Color online) Imaging of four-petal LSs. (a), (c) Experimental and theoretical results with time delays of −40 and −80 fs, respectively; (b),

(d) extracted time-dependent rotation angles from (a) and (c), respectively, along with linear fitting. Two spatiotemporal evolution movies of four-petal LSs

corresponding to time delays are provided in visualizations 3 and 4 (see Supporting Information).
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or ultrafast framing imaging based on noncollinear optical

parametric amplification [14], CUP could obtain the entire

spatiotemporal details of LSs because of a large sequence

depth; this demonstrated the unprecedented advantages in

ultrafast laser field measurements. By optimizing the CUP

system and image reconstruction algorithm further, the mea-

surement accuracy of CUP could be improved, e.g., using

an electro-optic deflector rather than a streak camera, image

distortion induced by the Coulomb interaction of electrons

could be eliminated [46]. In image reconstruction, the results

considerably depended on the quality of the image measured

on the detector. Furthermore, seeking additional optimized

image reconstruction algorithms of CUP has always been the

aim of researchers in this area.

5 Conclusions

In summary, we experimentally generated spatiotemporal

LSs using two vortex pulses based on an asymmetric MI

strategy and successfully measured the spatial structures and

rotation velocities of two- and four-petal LSs by CUP. Our

results agreed well with the theoretical simulations, which

showed the excellent performance of CUP in measuring com-

plex vortex laser fields. In CUP, the imaging speed was lim-

ited by the temporal resolution of a streak camera. In this ex-

periment, the maximal rotation frequency of LSs was about

10 GHz. By employing the state-of-the-art streak camera

(Hamamatsu, C6138), the imaging speed of CUP could reach

70 trillion fps [26]; thus, CUP could image the LSs rotating

at the frequency of THz (i.e., THz LSs). The THz LSs have

crucial roles in detecting the spatial structure or functional

evolution of biomolecules [47-49]. In the future, CUP can

provide a well-established tool to detect the interaction of

THz LSs and biomolecules as well as explore its mechanism.
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