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The spatial, temporal, and spectral information in optical imaging play a crucial role in exploring the
unknown world and unencrypting natural mysteries. However, the existing optical imaging techniques can
only acquire the spatiotemporal or spatiospectral information of the object with the single-shotmethod.Here,
we develop a hyperspectrally compressed ultrafast photography (HCUP) that can simultaneously record the
spatial, temporal, and spectral information of the object. In ourHCUP, the spatial resolution is 1.26 lp=mm in
the horizontal direction and 1.41 lp=mm in the vertical direction, the temporal frame interval is 2 ps, and the
spectral frame interval is 1.72 nm. Moreover, HCUP operates with receive-only and single-shot modes, and
therefore it overcomes the technical limitation of active illumination and can measure the nonrepetitive or
irreversible transient events. Using our HCUP, we successfully measure the spatiotemporal-spatiospectral
intensity evolution of the chirped picosecond laser pulse and the photoluminescence dynamics. This Letter
extends the optical imaging from three- to four-dimensional information, which has an important scientific
significance in both fundamental research and applied science.
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In scientific research, it is very important to obtain the
spatial structure, temporal evolution, and spectral compo-
sition of the object in order to better understand the natural
phenomena. As a direct observation method, the optical
imaging technique provides a powerful tool to explore the
mysterious nature and unknown world due to its unique
capability in the spatial, temporal, and spectral resolutions.
However, the existing optical imaging methods can only
obtain the spatiotemporal or spatiospectral information
with the single-shot method, which greatly limits the
information extraction of the object. For example, the
ultrafast imaging techniques, including compressed ultra-
fast photography (CUP) [1–6], compressed ultrafast
spectral-temporal (CUST) photography [7], and sequen-
tially timed all-optical mapping photography (STAMP) [8],
can only acquire the spatial and temporal information of the
object. Both CUST photography and STAMP seem to be
able to obtain the spectral information, but it is the spectrum
of the illuminating light (i.e., the chirped femtosecond
laser), not the spectrum emitted from the object, such as
the fluorescence. Moreover, the spectral and temporal
information in CUST photography and STAMP are
coupled, and the spectral response of the object is usually
neglected. However, the spectral imaging techniques, such
as hyperspectral imaging [9–11] and coded aperture snap-
shot spectral imager [12–17], can only obtain the spatial
and spectral information of the object.
To break the technical limitation of previous optical

imaging methods in the detection dimension, here we
develop a hyperspectrally compressed ultrafast photography

(HCUP) with the single-shot method, which has the ability
tomeasure the object in all the spatial, temporal, and spectral
dimensions. In our method, we transform the temporal and
spectral information into the spatial dimension, and finally
recover them by a computational imaging method based on
compressed sensing algorithms [18–23]. In our HCUP, the
spatial resolution is 1.26 lp=mm in the horizontal direction
and 1.41 lp=mm in the vertical direction, and the temporal
and spectral frame intervals can be up to 2 ps and 1.72 nm,
respectively. To verify the HCUP’s advantage, we success-
fully demonstrate the spatiotemporal-spatiospectral inten-
sity evolution of the chirped picosecond laser pulse and the
photoluminescence dynamics.
TheHCUPprinciple is shown in Fig. 1(a). Here, the scene

(i.e., object) involves the spatial, temporal, and spectral four-
dimensional (4D) information, labeled with Iðx; y; t; λÞ.
First, the scene is spatially encoded in the intensity by the
random codes. Then, the encoded scene is horizontally
deflected in the spectral domain,while is vertically deflected
in the time domain. Finally, the encoded and deflected scene
is measured by an array detector, labeled with Eðx0; y0Þ.
Mathematically, this imaging process can be described by an
encoding operator C, a spectral operator S, a temporal
operator T, and a multiplexed operator M. Thus, the
measured image Eðx0; y0Þ can be formulated as

Eðx0; y0Þ ¼ MTSCIðx; y; t; λÞ: ð1Þ

To recover the 4D scene Iðx; y; t; λÞ from the two-
dimensional (2D) image Eðx0; y0Þ, it needs to solve the
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inverse problem of Eq. (1). One method is to calculate
the minimal value of the following object function, and is
given by

Î ¼ argmin
l

�
ΦTV½Iðx; y; t; λÞ�

− Γ½Eðx0; y0Þ −MTSCIðx; y; t; λÞ�

þQ
2
kEðx0; y0Þ −MTSCIðx; y; t; λÞk22

�
; ð2Þ

whereΦTVð:Þ is the total variation (TV) regularizer, Γ is the
Lagrange multiplier vector, Q is the penalty parameter, and
k:k2 represents the l2 norm. Here, we employ an augmented
Lagrangian (AL) algorithm based on compressed sensing to
solve Eq. (2) [18–20]. In the image reconstruction, the AL
algorithm imposes the limitation that the scene is sparse in
the TV domain.
The HCUP system configuration is given in Fig. 1(b).

The object is imaged via a camera lens and a 4f imaging
system consisting of two lenses. On the image plane, a

digital micromirror device (DMD) (Texas Instruments, DLP
LightCrafter) is used to encode the scene in the spatial
domain. Through the collection of the same 4f imaging
system and the reflection of a beam splitter, the encoded
scene is horizontally deflected in the spectral domain by a
grating and then is further vertically deflected in the time
domain by a streak camera (Hamamatsu, C7700). Finally, a
complementary metal oxide semiconductor (CMOS)
(Hamamatsu, ORCA-flash4.0) is employed to detect the
encoded and deflected scene.
In ourHCUP, the spectral frame interval is 1.72 nm,which

is determined by the grating groove, and the temporal frame
interval is 2 ps, which is limited by the deflection velocity of
the streak camera. However, the spatial resolution depends
on the performance of the whole optical imaging system. To
characterize the spatial resolution, we use HCUP to image a
resolution test chart, as shown inFig. 2(a). In order to involve
the temporal and spectral information, the resolution test
chart is illuminated by two time-delayed femtosecond laser
pulses. Here, the laser pulse width is about 50 fs, the central
wavelength is 800 nm, and the time delay is set to be 32 ps.

FIG. 1. HCUP principle and configuration. (a) HCUP principle. Iðx; y; t; λÞ original scene: measurement image Eðx0; y0Þ, encoding
operator C, spectral operator S, temporal operator T, multiplexed operator M. (b) HCUP system configuration.

FIG. 2. Characterizing spatial resolution. (a) Experimental setup: (1–8) mirror, (9) and (10) beam splitter, (11) resolution test chart.
(b) Reconstructed images of elements 2–4 in group 0 of test resolution target. (c),(d) Measured static image of test resolution target from
external CCD and selected dynamic image from (b). (e),(f) Integrated intensities for horizontal and vertical lines in (d).
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The static image of the resolution test chart without the
deflections of the grating and streak camera is shown in
Fig. 2(c). The dynamical images by our 4D image
reconstruction are given in Fig. 2(b). Obviously, the spatial,
temporal, and spectral information can be well recorded
by HCUP. Compared with the static image, the dynamic
images are a little blurred due to various operations on the
scene, including encoding, deflection, superposition, and
reconstruction. To more clearly demonstrate the image
reconstruction quality, the reconstructed image with the
time of 0 ps and the wavelength of 799.73 nm is selected,
as shown in Fig. 2(d). Meanwhile, the intensities in these

elements with the horizontal (vertical) lines are integrated
along the horizontal (vertical) direction, as shown in
Figs. 2(e) and 2(f), respectively. In elements 2 and 3, both
the horizontal and vertical lines are clearly distinguished. In
element 4, the horizontal lines can still be distinguished, but
the vertical lines cannot. For the smaller elements in the
resolution test chart, both the horizontal and vertical lines are
completely indistinguishable (not shown here). The spatial
resolution of the horizontal (vertical) direction is charac-
terized by the distinguishable ability of the vertical (hori-
zontal) lines. In element 3, the linewidth is 396.85 μm, and
thus the spatial resolution in the horizontal direction can be

FIG. 3. Imaging chirped picosecond laser pulse. (a) Experimental design. (b) Reconstructed images. (c),(d) Time-resolved
spectroscopies calculated from (b) and directly measured by the streak camera, respectively. (e),(f) Laser spectra and pulse durations
calculated from (c) (red lines) and (d) (blue lines).
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determined as 1.26 lp=mm. In element 4, the linewidth is
353.55 μm, and the spatial resolution in the vertical direc-
tion is calculated to be 1.41 lp=mm.
The spatial, temporal, and spectral measurement of the

ultrashort laser pulse is of great significance in character-
izing the performance of the laser device and exploring
the interaction of the laser and matter. Here, we use HCUP
to measure the spatiotemporal-spatiospectral intensity
evolution of a chirped picosecond laser pulse, and the
experimental design is shown in Fig. 3(a). The chirped
picosecond laser pulse is obtained by stretching an 80 fs
laser pulse with a pulse stretcher. In this experiment, the
chirped picosecond laser pulse width is about 10 ps, and the
laser spectral bandwidth is about 28 nm with the central

wavelength at 800 nm. The reconstructed images at each
temporal and spectral frame interval are presented in
Fig. 3(b). As can be seen, the spatial distribution of the
laser pulse at each reconstructed image can be clearly
observed, and both the temporal and spectral intensity
evolution behaviors can be well demonstrated. More
importantly, the laser pulse appearance is almost linearly
delayed with the increase in the laser wavelength, which is
consistent with the characteristics of the chirped laser pulse.
In order to further verify the accuracy of our experimental
measurement, especially for the temporal and spectral
information, we measure the time-resolved spectrum of
the chirped picosecond laser pulse using the traditional
method with the streak camera, as shown in Fig. 3(d). We

FIG. 4. Capturing photoluminescence dynamics. (a) Experimental arrangement. (b) Reconstructed images. (c),(d) Time-resolved
spectroscopies calculated from (b) and directly measured by a streak camera, respectively. (e),(f) Fluorescence spectra and luminescence
dynamics calculated from (c) (red lines) and (d) (blue lines).
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also calculate the time-resolved spectrum from Fig. 3(b)
by integrating the intensity in each image, as shown in
Fig. 3(c). For intuitive comparison, we extract the laser
spectra and pulse durations from Figs. 3(c) and 3(d), as
shown in Figs. 3(e) and 3(f), respectively. By comparing
the experimental results of the two measurement methods,
our method is consistent with the traditional method in
recording the temporal and spectral information.Compared to
previous CUP techniques that can only record the spatial and
temporal information of the ultrashort laser pulse [24], here
HCUP can simultaneously get all of the spectral information,
which demonstrates a stronger detection capability.
As shown in Fig. 1, HCUP is a passive (or receive-only)

optical imaging, which overcomes the technical limitation
of active illumination. Therefore, an important application
of HCUP is the luminescence dynamics measurement.
Here, we capture the femtosecond laser-induced lumines-
cence process in spatial, temporal, and spectral dimensions
using HCUP, and the experiment arrangement is shown in
Fig. 4(a). In this experiment, the rhodamine B dissolved in
absolute ethyl alcohol is excited by a femtosecond laser
with a pulse width of 50 fs and central wavelength of
800 nm, and the laser-induced fluorescence signal is
measured by HCUP in the perpendicular direction of the
laser propagation. The images at each temporal and spectral
frame interval are reconstructed, as shown in Fig. 4(b). As
expected, the spatiotemporal-spatiospectral intensity evo-
lution behavior in the photoluminescence process can be
clearly observed. Similarly, the time-resolved spectrum of
the fluorescence signal is also measured by the streak
camera for validating our experimental results, as shown
in Fig. 4(d). Meanwhile, the time-resolved spectrum is
also extracted from Fig. 4(b) for comparison, as shown in
Fig. 4(c). Furthermore, the fluorescence spectra and lumi-
nescence dynamics are further extracted from Figs. 4(c) and
4(d), as shown in Figs. 4(e) and 4(f), respectively. By
comparison, the experimental results by the two measure-
ment methods are in good agreement. In previous multi-
color CUP [1], the spectral components of the object are
separated by a dichroic splitting strategy, and therefore only
the sectional spectral information can be extracted. Unlike
multicolor CUP, our HCUP is able to obtain the continuous
spectral information.
In conclusion, we have reported a single-shot, receive-

only, and 4D optical imaging technique, namely, HCUP.
Compared to the existing optical imaging techniques that
can only acquire spatial and temporal (or spectral) informa-
tion with the single-shot method, HCUP can simultaneously
record the spatial, temporal, and spectral information of
the object. In our HCUP, the spatial resolutions in the
horizontal and vertical directions are, respectively, 1.26 and
1.41 lp=mm, the temporal frame interval is 2 ps, and the
spectral frame interval is 1.72 nm. Based on our HCUP, we
realized the spatiotemporal-spatiospectral four-dimensional
optical imaging of the chirped picosecond laser pulse and the

photoluminescence dynamics. In future studies, HCUP can
be coupled to a variety of imaging modalities, involving
microscopes and telescopes, which enable recording the
object at the spatial scales from cellular organelles to
galaxies. Considering the powerful function of HCUP in
optical imaging, it will open a new route in related
application areas.
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