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Ultrafast imaging can capture the dynamic scenes with a nanosecond and even femtosecond temporal
resolution. Complementarily, phase imaging can provide the morphology, refractive index, or thickness
information that intensity imaging cannot represent. Therefore, it is important to realize the simultaneous
ultrafast intensity and phase imaging for achieving as much information as possible in the detection of
ultrafast dynamic scenes. Here, we report a single-shot intensity- and phase-sensitive compressive sensing-
based coherent modulation ultrafast imaging technique, shortened as CS-CMUI, which integrates coherent
modulation imaging, compressive imaging, and streak imaging. We theoretically demonstrate through
numerical simulations that CS-CMUI can obtain both the intensity and phase information of the dynamic
scenes with ultrahigh fidelity. Furthermore, we experimentally build a CS-CMUI system and successfully
measure the intensity and phase evolution of a multimode Q-switched laser pulse and the dynamical
behavior of laser ablation on an indium tin oxide thin film. It is anticipated that CS-CMUI enables a
profound comprehension of ultrafast phenomena and promotes the advancement of various practical
applications, which will have substantial impact on fundamental and applied sciences.
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Ultrafast optical imaging (UOI) [1–3] can record the
dynamic scenes with a nanosecond and even femtosecond
temporal resolution, and therefore it plays an irreplaceable
role in the visualization and analysis of ultrafast phenomena.
So far, UOI has been widely used in various fields, such as
materials science [4,5], biomedicine [6], physics [7], and
chemistry [8]. However, most UOI techniques are unable to
retrieve the phase information based on the pure intensity
measurements, which greatly limits the integrity of the
detected information. In general, phase imaging can provide
the information about the object’s morphology, refractive
index, thickness, or other information that intensity imaging
cannot offer, which plays a very important role in analyzing
and understanding the ultrafast dynamic behavior [9,10].
Therefore, it is important to realize the simultaneous ultrafast
intensity and phase imaging for achieving as much infor-
mation as possible in the detection of ultrafast dynamic
scenes. Recently, single-shot ultrafast complex amplitude

imaging techniques have made significant progress, which
enable the multiframe simultaneous perception of intensity
and phase information by combining phase-computed im-
aging techniques with a series of ultrafast imaging methods.
For instance, Moon et al. [11] reported a single-shot ultrafast
holographic microscopy using time and spatial frequency
multiplexing. Tang et al. [12] demonstrated a compressed
optical field topography by integrating the coded aperture
snapshot spectral imaging with a global 3D phase retrieval
procedure. Hu et al. [13] introduced a single-shot ultrafast
phase retrieval technique that combines multiangle illumi-
nation and coherent diffraction imaging (CDI). Xu et al. [14]
presented a type of single-shot ultrafast multiplexed CDI
technique, which applies a multiplexed strategy with time-
delayed burst illumination. Unfortunately, these ultrafast
complex amplitude imaging techniques by directly combin-
ing traditional ultrafast imaging with conventional phase
imaging still face great challenges, because the intricate
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optical paths often introduce systematic errors, and the
nested algorithm designs do not guarantee computational
convergence.
To overcome these limitations mentioned above, here we

develop a single-shot intensity- and phase-sensitive com-
pressive sensing-based coherent modulation ultrafast im-
aging (i.e., CS-CMUI) technique that introduces the
compressive sensing theory [15] and time-deflected imag-
ing technique [16] into coherent modulation imaging [17].
CS-CMUI uses a streak camera with a fully open entrance
port to compressively capture a dynamic scene after
coherent diffraction and phase modulation, and then
employs an iterative algorithm combining the plug-and-play
(PnP) [18] framework and deep image prior (DIP) [19]
(i.e., PnP-DIP) to quantitatively reconstruct the intensity and
phase data of the original dynamic scene from the com-
pressed image. Through the numerical simulation of CS-
CMUI with complex amplitude data, the recovered results
exhibit significantly superior quality evaluated by various
image quality assessment methods when compared to the
original images, which mathematically confirm the meas-
urement precision of CS-CMUI. Subsequently, the spatio-
temporal intensity and phase distribution of a Q-switched
nanosecond laser pulse and the laser ablation dynamics on an
indium tin oxide (ITO) thin film are experimentally mea-
sured by CS-CMUI. These measured results agree with the
previous experimental observations, which demonstrate the
experimental feasibility of CS-CMUI.
The CS-CMUI involves two main steps: data compres-

sion acquisition and algorithmic image reconstruction. The
data acquisition process is illustrated in Fig. 1(a), where the
dynamic scene carrying the intensity and phase information
undergoes spatial diffraction, followed by compression and
recording after random phase modulation, spatiotemporal
deflection, and intensity integration. All the above proc-
esses can be expressed in a form of matrix as

Eðx0; y0Þ ¼ TSjHz2MHz1Uðx; y; tÞj2; ð1Þ

where Eðx0; y0Þ is the measured intensity snapshot,
Uðx; y; tÞ is the complex amplitude information of original
dynamic scene, andHz1 andHz2 are the spatial propagation
operators with different distances, M represents the
phase modulation operator, S represents the spatiotemporal
deflection operator of the streak camera, T represents the
integration operator of CMOS in the streak camera. The
recorded snapshot is then utilized to recover the original
dynamic scene via a PnP-DIP algorithm. For simplicity, we
use x to represent the complex amplitude distribution of
the dynamic scene under measurement, A to denote the
measurement matrix of the entire system, and y to represent
the final compressed data. Thus, the inverse problem can be
regarded as an optimization problem in the following form
by introducing DIP instead of the inverse operator, and is
written as [20]

min
θ;x

1

2
ky −AGðθ; zÞk22 þ λRðxÞ s:t: x ¼ Gðθ; zÞ; ð2Þ

where ky −AGðθ; zÞk22 is a fidelity term, which refers to
the degree of agreement between the reconstructed image
and the acquired data, k • k2 denotes the l2 norm, RðxÞ is a
prior term, also known as the regularization term or penalty
term, which incorporates prior knowledge or assumptions
about the original image characteristics, and λ is a regu-
larization parameter to balance the fidelity term and the
prior term. Gðθ; zÞ represents a deep convolutional neural
network with updatable parameters, its input z is a standard
Gaussian-distributed white noise with the same size as the
original data x, and θ is an updatable weight parameter in
the network. The entire image reconstruction process is
shown in Fig. 1(b). After a finite number of iterations, the
3D time-resolved complex amplitude information x, restor-
ing the original dynamic scene, can be accurately recon-
structed by applying the alternating direction method of
multipliers algorithm [21]. In this framework, the optimi-
zation problem with constraint is decomposed into three
subproblems of images denoising, first-order gradient back-
ward descent, and residual accumulation. After the image
reconstruction, the spatiotemporal intensity and phase evo-
lutions of the dynamic scene can be successfully obtained.
Please refer to Supplemental Material, Note 1 [22] for more
details on the mathematical principles.
To better illustrate the technical performance and appli-

cation potential of CS-CMUI, a motion scene containing
four frames of complex amplitude light field is simulated,
which consists of four intensity distribution images and
four phase distribution images. The original intensity and
phase images as ground truths are shown in the top patterns
of Figs. 2(a) and 2(b), respectively. After the data acquis-
ition, a 2D compressed snapshot can be obtained from the
simulation, as shown in Fig. 2(c). The specific details are
provided in Supplemental Material, Note 2 [22]. It is worth
noting that CS-CMUI in this case does not require the

(a)

(b)

FIG. 1. The data flowchart of CS-CMUI. (a) Data acquisition
diagram of CS-CMUI. (b) Data flowchart of CS-CMUI image
reconstruction.
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constraint of polygonal apertures in front of the object
plane due to the introduction of compressive sensing,
which still enables signal recovery below the Nyquist
sampling rate, and so the complete field of view can be
obtained. Furthermore, the intensity and phase images
reconstructed via the PnP-DIP algorithm are shown in
the bottom patterns of Figs. 2(a) and 2(b), respectively. To
objectively assess the image reconstruction quality, a peak
signal-to-noise ratio (PSNR) and a structural index sim-
ilarity (SSIM) between the recovered results and the
original data are calculated one by one, and the calculation
results are presented in Fig. 2(d). The average PSNR of the
recovered phase results is 37.15 dB, and the average SSIM
is 0.9157. The average PSNR of the recovered intensity
results is 25.79 dB, and the average SSIM is 0.8103. These
simulation results indicate that CS-CMUI can obtain the
original complex amplitude information of the dynamic
scene with very high fidelity.
The experimental setup of CS-CMUI is shown in

Fig. 3(a), which mainly includes a coherent light source,
a dynamic scene, a phase modulation plate, and a streak
camera. A laser pulse from the coherent light source (CNI,
DPS-532-A) is used as illumination to irradiate the
dynamic scene with a time-varying intensity and phase.
The illumination laser pulse is modulated by the dynamic
scene, and therefore the transmitted laser pulse carries
the intensity and phase information of the dynamic scene.
After propagating a distance of z1 ¼ 70 mm and reaching
the phase modulation plate (50 μm× 50 μm elements,
π modulation, a simulation result assessing the impact of
the modulation regimes on the reconstruction quality is
provided in Supplemental Material, Note 3 [22]), the
transmitted laser pulse undergoes random phase modula-
tion, and then further propagates another distance of

z2 ¼ 30 mm before irradiating the photocathode of the
streak camera (Hamamatsu, C7700). Then, the streak
camera translates the temporal information of the dynamic
scene into the differences in the spatial position. Finally, the
transmitted laser pulse is captured as a compressed inten-
sity snapshot by the CMOS camera. Furthermore, to
calibrate the spatial resolution and quantify the phase
detection capabilities of CS-CMUI, a 1951 USAF reso-
lution test target and a multistriped glass step target with an
identical height are positioned in the object plane for
measurement, and the experimental results are shown
in Figs. 3(b)–3(e). The static spatial resolution and the
average phase error of CS-CMUI can be determined to be
approximately 13.92 μm and 0.057 radians, respectively.
The particulars of the experimental setup and the system
characterization are described in Supplemental Material,
Note 4 [22].
To experimentally verify the single-shot intensity and

phase detection capability of CS-CMUI, an “E”-shaped
modulated nanosecond laser pulse is first measured, the
schematic diagram as shown in Fig. 4(a), and further
elaboration of this experiment can be found in
Supplemental Material, Note 5 [22]. 21 intensity and 21
phase images with a 1 ns frame interval are recovered, and
only six intensity and six phase images from −5 to 5 ns
with a 2 ns frame interval are shown as a representative in
Figs. 4(b) and 4(c), respectively. Here, the time zero is
set as the moment corresponding to the maximum laser
pulse intensity. The complete sequence is available in
Supplemental Material, Movie 1 [36].
As shown in Fig. 4(b), the intensity images of the letter E

reveal a spatial movement from the lower-left to the upper-
right corner, which is caused by the multimode output
and mode competition of the laser pulse [37]. The spatial
intensity in each intensity image is integrated, and the
outcomes are presented in Fig. 4(d). For comparison, the
laser pulse intensity evolution is measured using the streak

(b)

(a)

(d)

(c)

FIG. 2. The simulation of CS-CMUI. (a) Ground truths and
reconstructed intensity images, which consist of four butterfly
images parallel moving in the horizontal direction. (b) Ground
truths and reconstructed phase images, which consist of four
changing letters of E, C, N, and U. (c) Compressed snapshot
collected through CS-CMUI’s forward transmission. (d) PSNR
(orange line) and SSIM (green line) values calculated by the
reconstructed intensity and phase images compared with ground
truths.

(a)

(b) (c) (d) (e)

FIG. 3. Experimental setup and system characterization.
(a) System configuration of CS-CMUI. (b) Calibration of static
spatial resolution. The subimage at the bottom right corner is the
enlarged area in the red box. (c) Intensity variations along the
orange (vertical strips) and green (horizontal strips) dashed lines
in (b). (d) Test of the capability for dynamic phase quantitative
detection. (e) Average phase variation along the x direction in (d).
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camera in 1D dynamic mode, and the measured result is
also depicted in Fig. 4(d), together with a Gaussian fitting.
Obviously, the calculated laser pulse intensities do not fully
exhibit a Gaussian distribution, but almost fall within the
direct 1D measurement results, because there is a periodic
fluctuation in the intensity. As shown in Fig. 4(c), the
spatial phase distribution shows a consistent concave
tendency, which coincides with the physical property of
the rear cavity mirror in Q-switched laser. The phase
gradients at the two points labeled by the orange and
magenta crosshairs in the first frame of Fig. 4(c) are
calculated using a first order differencing, as shown in
Fig. 4(e). It can be observed that, when the laser cavity
curvature stays unchanged, the phase gradient remains
constant. However, there is an obvious phase gradient
change at the time zero, which may be due to the thermal
lensing phenomenon caused by the high pulse peak
intensity [37].
Furthermore, the laser ablation dynamics on an ITO

thin film is investigated by CS-CMUI. As illustrated in
Fig. 5(a), a nanosecond pump laser pulse is obliquely
irradiated onto the ITO film’s surface, and the laser induced
ablation dynamics is detected using another nanosecond
probe laser pulse perpendicular to the surface, which are
further elaborated in Supplemental Material, Note 6 [22].
Based on our experimental measurement and image
reconstruction, 17 intensity and 17 phase images of the
measured laser pulse are recovered to show the ablation
process induced by the second pump laser pulse, and the
selected intensity and phase images from −9 to 5 ns
are, respectively, depicted in Figs. 5(b) and 5(c), where
the time zero is corresponding to maximum pump laser

pulse intensity. The complete sequence is available in
Supplemental Material, Movie 2 [22].
Compared to directly analyzing the intensity images in

Fig. 5(b), the relative transmittance ΔT=T can provide a
more intuitive parameter for understanding the laser abla-
tion dynamics, where ΔT and T represent the transmitted
probe laser pulse intensities with and without passing
through the ablation region, respectively [38]. Therefore,
the average relative transmittance ΔT=T in each intensity
image of Fig. 5(b) is calculated, and the result is shown in
Fig. 5(d), together with the direct measurement result by
using the streak camera in 1D dynamic mode. It is evident
that the 2D calculated result is highly consistent with the
1D measurement result. Initially, the relative transmittance
ΔT=T remains constant at approximately 0.86 due to the
irradiation of the first pump laser pulse. Once the ablation
occurs by the second pump laser pulse, the relative trans-
mittance ΔT=T exhibits a slight decrease followed by an
obvious increase to nearly 0.87. Subsequently, the relative
transmittance ΔT=T rapidly decreases to approximately
0.58, which persists for the next few tens of nanoseconds.
This evolution behavior is in agreement with the previous
studies based on the expansion and diffusion model [36].
As shown in Fig. 5(c), before the ablation occurrence
induced by the second pump laser pulse, the phase
distribution almost stays unchanged. With the increase
of the instantaneous intensity within the pump laser pulse,
the phase value in the ablation region begins to decrease.
An abrupt phase change is observed at the time of about
−2 ns, and then this region expands with a drop in the
phase value. This observation corresponds to the sudden
increase in the relative transmittance ΔT=T at the same
time, which can be attributed to the plasma formation and
expansion [39]. Within the observation time window, the

(a) (b)

(c)(d)

FIG. 5. Real-time detection of an ITO film laser ablation by
CS-CMUI. (a) Schematic diagram of ITO laser ablation. (b),
(c) Spatiotemporal intensity and phase evolutions during ITO
ablation process, the green dashed circles indicate the relative
aperture size after ablation. (d) Relative transmittance ΔT=T
(green dotted line) calculated from the 2D intensity images in (b),
associated with the corresponding result of 1D measurement by a
streak camera (orange line).

(d)(a)

(b)

(c)

(e)

FIG. 4. Optical field measurement of aQ-switched nanosecond
laser pulse by CS-CMUI. (a) Schematic diagram of the gen-
eration of a nanosecond laser pulse with E-shaped modulation for
measurement. (b),(c) Representative reconstructed intensity and
phase images of the E-shaped laser pulse. (d) Integrated intensity
over time from (b) (green line), associated with the pulse intensity
evolution of 1D measurements by streak camera (orange line) and
its Gaussian fitting (magenta line). (e) Phase gradient over time at
the orange and magenta crosshair positions in (c).
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maximum phase difference caused by laser ablation can
reach 0.516 radians. This capability for high-resolution
quantitative phase detection yields pivotal data for exam-
ining the material transformation processes.
In this Letter, a novel technique called CS-CMUI is

introduced, which integrates multiple technical methods,
including compressive imaging, coherent modulation imag-
ing, and streak imaging. Meanwhile, a highly efficient image
reconstruction algorithm is designed for CS-CMUI, which
combines deep learning with traditional iterative algorithms.
Through numerical simulation and experimental measure-
ments, we confirm that CS-CMUI allows for the quantitative
detection of the complex amplitude information for the
ultrafast events with a single measurement, involving both
the intensity and phase information. Despite the excellent
performance of CS-CMUI, there is still room for improve-
ment in terms of imaging speed, imaging quality, and
imaging dimensions [40–43]. With further development,
CS-CMUI is poised to become the preeminent single-shot
ultrafast imaging method, which will be highly applicable in
various fields of ultrafast optical imaging, especially in the
occasion of high-resolution ultrafast phase imaging.
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