
Vol.:(0123456789)

Journal of Imaging Informatics in Medicine 
https://doi.org/10.1007/s10278-024-00987-1

Atrial Septal Defect Detection in Children Based on Ultrasound Video 
Using Multiple Instances Learning

Yiman Liu1,2,3  · Qiming Huang4 · Xiaoxiang Han5 · Tongtong Liang6 · Zhifang Zhang1 · Xiuli Lu7 · Bin Dong2 · 
Jiajun Yuan2 · Yan Wang3 · Menghan Hu3 · Jinfeng Wang4 · Angelos Stefanidis4 · Jionglong Su4 · Jiangang Chen3 · 
Qingli Li3 · Yuqi Zhang1,2

Received: 25 September 2023 / Revised: 9 December 2023 / Accepted: 12 December 2023 
© The Author(s) under exclusive licence to Society for Imaging Informatics in Medicine 2024

Abstract
Thoracic echocardiography (TTE) can provide sufficient cardiac structure information, evaluate hemodynamics and cardiac 
function, and is an effective method for atrial septal defect (ASD) examination. This paper aims to study a deep learning method 
based on cardiac ultrasound video to assist in ASD diagnosis. We chose four standard views in pediatric cardiac ultrasound to 
identify atrial septal defects; the four standard views were as follows: subcostal sagittal view of the atrium septum (subSAS), 
apical four-chamber view (A4C), the low parasternal four-chamber view (LPS4C), and parasternal short-axis view of large 
artery (PSAX). We enlist data from 300 children patients as part of a double-blind experiment for five-fold cross-validation 
to verify the performance of our model. In addition, data from 30 children patients (15 positives and 15 negatives) are col-
lected for clinician testing and compared to our model test results (these 30 samples do not participate in model training). 
In our model, we present a block random selection, maximal agreement decision, and frame sampling strategy for training 
and testing respectively, resNet18 and r3D networks are used to extract the frame features and aggregate them to build a rich 
video-level representation. We validate our model using our private dataset by five cross-validation. For ASD detection, we 
achieve 89.33 ± 3.13 AUC, 84.95 ± 3.88 accuracy, 85.70 ± 4.91 sensitivity, 81.51 ± 8.15 specificity, and 81.99 ± 5.30 F1 score. 
The proposed model is a multiple instances learning-based deep learning model for video atrial septal defect detection which 
effectively improves ASD detection accuracy when compared to the performances of previous networks and clinical doctors.
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Introduction

Congenital heart defects (CHDs) are the most common birth 
defects, with an incidence rate of approximately 0.9% in 
live births. They are the main causes of death in children 
aged between 0 and 5 years old [1]. The atrial septum sepa-
rates the left and right atrium during the embryonic period. 
The abnormal formation of this gap may lead to CHDs after 
birth. If the gap does not close by itself during growth and 
development, atrial septal defect (ASD) occurs [2]. Based on 
the occurrence of ASD can be classified into two categories: 
primary ASD and secundum ASD. The secundum ASD can 
be divided into four types: central defect, superior cavity 

defect, inferior cavity defect, and mixed defect according 
to the location of the defect [3]. The type of defect studied 
in this paper was secundum ASD. ASD in children is one 
of the most common CHDs, accounting for approximately 
6–10% of CHDs, with an estimated occurrence rate of 1–3 
per 1000 [4]. The effect of ASD on the heart is a gradual 
process, starting from the right atrium volume overload to 
the right atrium expansion, and then to the right ventricle 
and pulmonary circulation system expansion, thus devel-
oping from the atrial shunt to pulmonary hypertension [2]. 
Most children with isolated atrial septal defects are free of 
symptoms, but the rates of exercise intolerance, arrhyth-
mias, right ventricular failure, and pulmonary hypertension 
increase with age, and life expectancy is reduced in adults 
with untreated defects [5]. Therefore, accurate detection of 
ASD in early childhood is of great clinical importance.

Transthoracic echocardiography (TTE) can provide suf-
ficient structural information about the heart and can be used 
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to assess hemodynamics and cardiac function, serving as an 
effective method for ASD examination. The left and right 
atrial level shunt signals displayed by color Doppler flow 
imaging in echocardiography can accurately diagnose ASD 
[6]. The advantages of echocardiography include simplic-
ity, non-invasiveness, low cost, repeatability, and accuracy. 
However, accurate diagnosis by TTE relies heavily on the 
accurate judgment of echocardiographers, which is time-
consuming and subjective [7]. In China, especially in the 
regions with insufficient healthcare, there is a shortage of 
experienced cardiac ultrasound doctors. Meanwhile, poor-
quality and noisy echocardiograms can lead to missed diag-
noses and diagnostic errors as echocardiograms are affected 
by the machine imaging quality. It has been reported that up 
to 30% of ultrasound results are not very accurate [8]. There-
fore, the research on the efficient and precise intelligent 
diagnostic of ASD is of paramount practical significance.

The development of deep learning (DL) [9, 10], was 
soon applied to the field of image analysis [11–13]. Moreo-
ver, there has been much research work on the analysis of 
ultrasound [14, 15] and echocardiography [16–19]. DL was 
recently shown to achieve exceptional performance in the 
realm of video understanding. The value of deep learning 
has been shown in 2D [20–23] and 3D networks [24–26]. 
The model we present in this paper is largely inspired by 
the aforementioned work in video understanding and offers 
improvement to it. There are some differences between the 
video understanding task and the video-based ASD recog-
nition task that this article attempts to solve. Video under-
standing often involves providing a 3–5 s video and training 
the network to recognize its semantics. In such cases, the 
network pays more attention to the time-allowed information 
between video frames. In the case of video understanding, 
the model places more focus on the temporal information 
between video frames. However, during the ASD video rec-
ognition task, the video frames of most positive samples 
only appear for a short period of time. Therefore, how high-
lighting this segment is an issue that needs to be addressed 
when designing ASD recognition networks.

In this work, we propose a multi-instance learning-based 
method for the automatic recognition of ASD in cardiac 
ultrasound videos through attention aggregation across mul-
tiple video frames. Figure 3 illustrates the overview of the 
proposed approach. In a labeled as an ASD transthoracic 
echocardiograph video, only a few video frames may exhibit 
positive indicators of ASD, while the majority of the rest 
frames show negative ASD indicators. Utilizing multiple 
frames of the video directly for ASD recognition may lead 
to the omission of frames with positive indicators of ASD, 
introducing a potential bias in the prediction results. Hence, 
to mitigate these biases, we propose random block sampling 
and maximum agreement decision methods to use whole 
video frames in both the training and inference stages.

Materials and Methods

Participants

The subjects of this retrospective study were pediatric 
patients undergoing color Doppler echocardiography at 
Shanghai Children’s Medical Center from March 1, 2022 to 
July 1, 2023. These cases included patients diagnosed with 
ASD (labeled as positive) and normal (as negative).

Data Collection

This study was approved by the Institutional Review 
Board of Shanghai Children’s Medical Center (Approval 
No.SCMCIRB-K2022183-1) with a patient exemption 
applied. All patients were examined via echocardiogra-
phy using GE Vivid E90 and E95 ultrasound systems with 
M5Sc and 6 S transducers(GE Healthcare is headquartered 
in Pudong New Area, Shanghai, China). Each echocardio-
graphic study was conducted using standardized methods, 
as outlined by the American Society of Echocardiography  
(ASE) guidelines [27]. The four recommended standard views 
for atrial septal defect (ASD) detection are as follows: (1) sub-
costal sagittal view of the atrium septum (subSAS), (2) api-
cal four-chamber view (A4C), (3) low parasternal short-axis 
four-chamber view (LPS4C), and (4) parasternal short-axis 
view of large artery (PSAX), and acquired their color Doppler 
dynamic ultrasound videos. All dynamic videos were blind 
reviewed by two senior sonographers and the videos with 
blurred atrial septum were excluded from the review. Stand-
ard imaging techniques were for two-dimensional, M-mode, 
and color Doppler echocardiography in accordance with the 
recommendations by the American Society of Echocardi-
ography [28]. All data was strictly de-identified to protect  
patient privacy. The original data was stored in the Digital 
Imaging and Communications in Medicine (DICOM) format 
within the Picture Archiving and Communication Systems 
(PACS) database. To facilitate program processing, DICOM 
data is converted into dynamic AVI video.

Training/Validation Dataset

A total of 300 patients (comprising 1057 dynamic Doppler 
ultrasound videos, the distribution of the number of videos 
contained in each standard view is presented in Table 1.) 
are used as the training and validation set for ASD detec-
tion, as shown in Fig. 1. The visualization of typical ASD 
and normal static images from the collected dataset is given 
in Fig. 2. The recruitment of patients is initialized from the 
Ultrasound Report System of The Department of Pediat-
ric Cardiology, the hospital by retrospective searching. The 
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diagnostic keyword used is set as the “Atrial Septal Defect,” 
and the time of examination is set from March 1, 2022 to 
July 1, 2023. The obtained cases are reviewed consecutively 
to evaluate candidacy based on echocardiography results and 
clinical data. The process is given in Fig. 2. The final num-
ber of cases in ASD and normal are 165 and 165 respec-
tively. While 150 cases in ASD and 150 cases in normal for 
cross-validation as well as 15 cases in ASD and 15 cases in 
normal for manual testing.

Specifically, the inclusion criteria for the data collection 
are as follows: (1) secundum atrial septal defect and (2) the 
use of GE Vivid E90 and GE Vivid E95 ultrasound devices.

A few exclusion criteria are also in place to avoid interfer-
ence with the training results of the model: (1) blurred image 
quality; (2) primum atrial septal defect; and (3) no other struc-
tural heart malformations combined. The demographic and 
clinical characteristics of the training and validation data sets 
are given in Table 2.

Methods

In this study, we propose an echocardiography video-based 
atrial septal defect diagnosis system. The overall model struc-
ture is given in Fig. 3. We propose a block random frame 

Cardiac Ultrasound Reporting System
Search diagnostics Atrial septal defect

Date of examination  March 1, 2022 to July 1, 2023

review of echocardiography and clinical data of all cases
N=3129

Two senior 
ultrasonographers 

double blinded

Yes

N=165
Atrial septal defect

No

Discard

Exclusion of cases N=2317
a Blurred image quality
b primum atrial septal defect
c No other structural heart malformations combined

Select GE Vivid E90 and GE Vivid E95 ultrasound devices
N=171 

Cardiac Ultrasound Reporting System
Search diagnostics Normal

Date of examination March 1, 2022 to July 1, 2023

review of echocardiography and clinical data of all cases
N=3260

Two senior 
ultrasonographers 

double blinded

Yes

N=165
Normal

No

Discard

Exclusion of cases N=2647
a Blurred image quality
b The four color doppler videos are incomplete

Select GE Vivid E90 and GE Vivid E95 ultrasound devices
N=167 

N=150
Cross validation

N=15
Manual test

N=150
Cross validation

N=15
Manual test

Fig. 1  Inclusion and exclusion criteria for the main cohort of this study
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sampling strategy for the training stage to train our model 
robustly. The maximum agreement decision during the testing 
stage is offered to refine inference prediction. Then, resNet18 
is used as a feature extractor to capture the frame features. 
To enrich the temporal information between different echo-
cardiography frames, we use 3D convolution after stage 2 in 
resNet18 and generate temporal representation. Afterward, for 
each frame feature, attention pooling is used to aggregate them 

to form a spatial representation. Finally, we combine the spatial 
representation and temporal representation to build a general 
video-level representation for ASD classification.

Multiple Instance Learning by Attention Aggregation

The video-based echocardiography ASD detection problem 
can be considered as a multiple-instance learning problem. 

A B

DC

Fig. 2  Visualization of positive samples from four standard sections of ASD. A Subcostal sagittal view of the atrium septum (subSAS). B Apical 
four-chamber view (A4C). C Low parasternal four-chamber view (LPS4C). D Parasternal short-axis view of large artery (PSAX)

Fig. 3  The architecture of our proposed model for ASD detection. It 
contains two branches. One branch is employed to extract the spatial 
features of the video, while the other branch employs an r3D network 

to capture the temporal features of the video. These two features are 
then concatenated for final classification
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Let Bi denote the ith bag of frames in echocardiography vid-
eos. Let Bij denote the jth frames in bag Bi, j = 1, ..., ni with a 
total of ni frame. Let FBij

 denote the frame feature given by 
F(Bij) where F(⋅) is deep feature extractor. Let FBi

 denote the 
video feature given by G(F(Bij)) where G is a feature aggrega-
tion function. Finally, let yi denote the label of bag Bi , where 
yi ∈ {−1, 1} . The aim is to establish a linear mapping func-
tion with projection FBi

→ yi . In the realm of deep learning, 
this can be expressed as a fully connected layer, mapping the 
D-dimensional features of an image or video to the dimen-
sionality of the classes. In the work, the prediction class 
dimension is 2, representing ASD or normal.

In ASD video recognition, each video frame segment 
can be regarded as an instance, and each video is consid-
ered a bag. The individual labels for each video frame 
segment are unknown, we only have access to the labels 
for the entire video annotated by clinical experts. In this 
scenario, the selection of video frames for model learning 
is a crucial consideration. The most intuitive approach is 
to extract features from each frame of the video and then 
integrate these features to form a comprehensive represen-
tation. Two common aggregation methods are average(⋅) 
and max(⋅) where average(⋅) takes the mean of all frame 
features to represent a video feature and max(⋅) takes maxi-
mum frame feature to represent a video feature. However, 
in the case of the average approach, it assigns equal weight 
to each instance, overlooking the varying significance of 
positive and negative samples in ASD video recogni-
tion. Meanwhile, the maximum-value method utilizes the 

features of only one frame to represent the entire video, 
which may not capture the full context comprehensively. 
Hence, we instead use the attention aggregation module 
proposed in [29] to aggregate the features. Formally, we 
let H = {h1, h2, ..., hJ} denote a video with J frames. The 
attention aggregation function is given by the following:

where

tanh(⋅) is a non-linearity activation function. M is the 
dimension of the mapped feature. We set M = 1024 
instead of the default value of 512 in [29] to strengthen 

(1)Z =

J
∑

j=1

ajhj

(2)�j =
exp{wT tanh(VhT

j
)}

∑J

j=1
exp{wT tanh(VhT

j
)}

Fig. 4  The proposed frame selection strategies on training and test-
ing stages. A Block random selection (BRS) for training. B Block 
inference for testing. We assign each echocardiography frame with a 

frame index Fi,j where i,  j indicates the jth frame in ith block. C Our 
proposed decision rule called maximum agreement decision (MAD) 
to refine ASD prediction

Table 1  Distribution of number of videos in ASD and normal groups

Standard 
view

ASD group 
(Number of 
videos)

Normal 
group 
(Number of 
videos)

Video 
time 
(second)

Cardiac 
cycle 
(number)

subSAS 150 150 3 3
A4C 81 150 3 3
LPS4C 150 150 3 3
PSAX 76 150 3 3
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the capacity to model complicated data. By employing 
attention aggregation, we can dynamically assign weights 
to each instance based on the similarity between video 
frames. Ultimately, the feature representation of the video 
is a weighted average across all instances, reflecting their 
individual contributions.

As stated earlier, there are typically two network archi-
tectures for video classification: 2D-based and 3D-based. 
For example, 3D convolutional networks [24, 30, 26] are 
widely used in video understanding. 3D convolution is used 
to model the temporal information. However, we argue that 
in video-based atrial septal defect detection, spatial informa-
tion is not the principal factor, since a positive frame may 
appear within a short period of time. Hence, we build our 
classification model based on the 2D convolutional network. 
The overall model structure is depicted in Fig. 3. For each 
frame, we use a resNet18 [9] to obtain the feature representa-
tion and concatenate them to form an N × D general video 
representation where N is the number of frames used for 
training and D is the dimension of the feature. Following 
this, we use attention pooling to generate N × 1 weights and 
multiply them by the general feature representation to form 
the final spatial representation Dspatial . Although temporal 
information is not dominant in ASD detection, we can use 
3D convolution [31] to model the temporal information of 
color Doppler signals. Similar to [32], the middle features 
from conv2x, conv3x, conv4x of r3d (detail of r3d is given 
in Table 3) are extracted to capture temporal information 

between different training frames and generate a temporal 
feature representation Dtemporal . The final representation is 
given by the following:

where ⊕ denotes the element-wise addition.

Frame Sampling Strategy and Decision Rule

Since the video frames are computationally more 
expensive, using all frames in the training stage is time-
consuming and inefficient. Furthermore, adjacent video 
clips have high similarities which may lead to overfitting. 
To address these, we propose two different frame selection 
strategies for the training stage and inference stage 
respectively. Figure 4 gives the overall frame sampling 
method. Similar to [21], we segment each video into N 
blocks with each block containing the same number of 
frames. Subsequently, we randomly select one frame from 
the whole video to construct an N-frames collection used 
for training. This can be regarded as data augmentation 
used to improve the robustness of the model. Compared 
to randomly sampling N frames from the whole video, this 
method ensures the diversity of frames since we strictly 
divide the whole video into several blocks and sample 
frames from each of these blocks.

As a positive sample of atrial septal defect can man-
ifest in any frame within the video, selecting only cer-
tain frames may result in misclassification. There-
fore, we employ all frames for inference and introduce 
a decision rule known as maximal agreement decision, 
inspired by the majority rule observed in human soci-
ety. Specifically, in the inference stage, we also split the 
whole video into N blocks, for each block, we select i 
frame, i ∈ 1, ...,K  , where K is the number of frames in a 
video block. Bi, i ∈ 1, ...,N  is denoted as the i th frames 
collection used for testing. We then have N predictions 
[Y1, ..., YN], Yi ∈ {−1,+1},∀i ∈ {1, 2, ..., n} . The final pre-
diction Ŷ  for this video is determined by the following:

(3)D = Dspatial ⊕Dtemporal

(4)Ŷ = max

{

N
∑

i=1

Yi = −1,

N
∑

i=1

Yi = 1

}

Table 2  Clinical characteristic 
comparisons between the ASD 
group and the normal group of 
the data set where n denotes the 
number of cases

Characteristics ASD group (n  = 150) Normal group (n  = 150)  p -value

Age (years) 2.66(1.41−4.68) 2.23(0.91−5.23) 0.15
Female/male 88/62 82/68 0.49
Weight (kg) 13.50(10.08−17.58) 11.10(7.60−18.53) 0.06
Height (cm) 80.00(93.00−110.00) 87.50(69.75−113.25) 0.05
Size of ASD (mm) 0.64(0.94−1.53) - -

Table 3  The architectures of r3d [26]. For each layer, it repeats 4 times. 
The sequence of convolutional operations concludes with a global spa-
tiotemporal pooling layer, producing a 512-dimensional feature vector. 
This vector is then input into a fully connected layer, which generates 
class probabilities using a softmax activation

layer name output size r3d

conv1 L × 56 × 56 3 × 7 × 7, 64, stride1 × 2 × 2

conv2_x L × 56 × 56 3 × 3 × 3, 64

conv3_x L

2
× 28 × 28 3 × 3 × 3, 128

conv4_x L

4
× 14 × 14 3 × 3 × 3, 256

conv5_x L

8
× 7 × 7 3 × 3 × 3, 512

1 × 1 × 1 spatiotemporal pooling, fc 
layer with softmax
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This decision rule mimics the difficult and severe dis-
eases in real clinical practice. We consider Yi as conclusions 
from all experts. Then, the major rule is used to obtain the 
final diagnosis.

Experiments

Experiments Setup

We implement our model in PyTorch using an NVIDIA 
TESLA T4 GPU accelerator. The SGD optimizer is used 
with an initial learning rate of 1e-4. During training, we 
resize the video frames to 224×224, we select N = 16 
frames from videos for training with batch size 32. In 
the main experiment, five-fold cross-validation is used to 
evaluate the performance of the proposed model. There is 
no data augmentation used in training.

Three hundred and thirty cases are used in this study. 
Specifically, three hundred cases are used to assess the per-
formance of the proposed method. The remaining 30 cases 
are excluded from the training and are directly used for addi-
tional testing and their demographic and clinical character-
istics of the dataset are shown in Table 4.

Evaluation Protocols

We mainly evaluate our proposed model using confusion 
matrix analysis, described by the accuracy, sensitivity, speci-
ficity, and F1 score.

Results and Discussion

Main Results

As shown in Table 5, compared to different models includ-
ing 3D CNN-based, our proposed model achieves the best 
performance with 89.33 ± 3.13 AUC and 84.95 ± 3.88 accu-
racy on 5-fold cross-validation. The details of sensitivity, 
specificity, and F1 score are given in Table 5. In addition, 
we compare the ASD classification accuracy with doctors‘ 
diagnoses of ASD. In 30 cases of testing both junior and sen-
ior doctors can achieve ASD detection accuracy of 63.66% 
and 71.70% respectively, while our model achieves 83.33% 
accuracy as shown in Table 8.

Ablation Study

We also report the ablation study of our components, i.e., 
3D fusion, attention aggregation, maximum agreement 
decision, and block random selection. The results, given 
in Tables 6 and 7, demonstrate the effectiveness of our 
proposed model for improving ASD detection accuracy. 
Furthermore, we provide an ablation study pertaining 
to the impact of varying the number of frames selected 
for both training and testing, as detailed in Table 9. As 
we hope the model can be applied in clinical auxiliary 
diagnosis, our emphasis lies in ensuring its compatibility 
with lightweight deployment requirements. The compara-
tive analysis presented in Table 10, it exhibits the lowest 
parameter count and computational cost.

Table 4  Clinical characteristic comparisons between the ASD group 
and the normal group of the test data set where n denotes the num-
ber of cases. *The overall data of ASD (atrial septal defect) size did 
not conform to normal distribution, and the difference in ASD size 

between the training set and the test set was statistically tested by non-
parametric test, P = 0.301, which could not reject the null hypothesis 
at the test level of 0.05, therefore, there was no statistically significant 
difference in ASD size between the training set and the test set

Characteristics ASD group (n  = 15) Normal group (n  = 15)  p -value

Age (years) 3.33(1.33−5.74) 3.57(1.25−5.58) 0.96
Female/male 9/6 8/7 0.72
Weight (kg) 16.00(11.50−17.50) 16.50(10.50−18.00) 0.74
Height (cm) 85.00(105.00−110.00) 86.00(106.00−112.00) 0.86
Size of ASD (mm) 0.65(1.22−1.93)* - -

Table 5  The ASD classification result of different models via five 
five-fold cross-validations (Mean±Std), *The AUC serves as a com-
prehensive metric reflecting the magnitude of diagnostic test value. In 
this study, ResNet18 was utilized as a reference model for compara-

tive analysis. The statistical differences in AUC between ResNet18 and 
three other models, namely X3D, R2plus1D, and Ours, were examined. 
The results of a one-sided t-test revealed statistically significant differ-
ences in AUC between ResNet18 and the aforementioned models

Model AUC(%) Accuracy(%) Sensitivity (%) Specificity(%) F1(%) p-value*

X3D [30] 72.12 ± 1.25 69.02 ± 2.98 72.69 ± 3.13 68.45 ± 4.12 71.72 ± 2.22 <0.0005
R2plus1D [26] 76.21 ± 1.45 74.09 ± 1.88 77.92 ± 1.07 73.34 ± 1.66 78.05 ± 1.80 <0.0005
ResNet18 [9] 85.25 ± 3.91 77.25 ± 3.92 78.19 ± 3.12 78.92 ± 2.92 76.87 ± 1.91 Ref
Ours 89.56 ± 2.19 83.95 ± 4.12 84.10 ± 3.20 82.51 ± 8.04 82.99 ± 5.30 <0.005
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Discussion

In Table 8, it can be seen that the accuracy for ASD 
detection of our proposed model is higher than that of 
both junior doctors and senior doctors detection rates. 
However, the NPV of our model is lower than that of 
the doctors. A similar result regarding early Alzheimer’s 
disease prediction using deep learning is reported in [33]. 
Positive Predictive Value (PPV) is an indicator to meas-
ure the ability of the model to avoid misdiagnosis and 
Negative Predictive Value (NPV) is used to measure the 
missed diagnosis ability. Higher PPV can indicate the 
potential of our model to be used as an ASD assistance 
tool in clinical.

Furthermore, our introduced maximum agreement 
decision approach utilizes the entirety of video frames 
for video predictions, thereby mitigating the circumstance 
in which affirmative video frames are overlooked, con-
sequently averting inaccuracy prediction. The attention 
module we have introduced exhibits the capability to 
dynamically amalgamate information based on feature 
similarity among video frames during the training phase. 
It effectively accentuates positive instances within numer-
ous negative video frames by assigning them elevated 
weights. Our ablation experiments further substantiate 
that the incorporation of this attention mechanism has 
yielded a noteworthy performance enhancement of 5% as 
given in Table 6. The heat map of our model is given in 
Fig. 5. The most activated areas are shown by the color 
Doppler signal area which indicates the shunt blood flow 
signal. The importance of the color Doppler signal in the 
diagnosis of ASD is emphasized by this finding.

In addition, we have observed that ASD shunting of 
blood flow is not present in every frame of the cardiac 
cycle, owing to the systole and diastole of the heartbeat. 
To the best of our knowledge, this study attempts to 
diagnose ASD in children at the level of ultrasound vid-
eos. It has been reported that deep learning algorithms 
can assist inexperienced diagnosticians in obtaining 
echocardiograms for limited diagnoses [34]. Therefore, 
our ultrasound video diagnosis algorithm for ASD in 
children holds significant clinical importance: for expe-
rienced doctors, it can enhance the efficiency of film 
reviews and ensure the reliability of ASD diagnoses; 
for less experienced doctors or those lacking the ability 
to review films, it can provide echocardiography-based 
ASD diagnostic information, thus enhancing the com-
prehensiveness of the diagnosis.

Table 6  Ablation study for 3D fusion, attention aggregation module 
(AAM) via five five-fold cross-validations (Mean±Std)

Model 3D fusion AAM Accuracy(%)

ResNet18 ✗ ✗ 77.25 ± 3.82

✗ ✔ 82.59 ± 2.83

✔ ✗ 80.21 ± 2.11

✔ ✔ 84.06 ± 3.38

Table 7  Ablation study for MAD, BRS via five five-fold cross-validations 
(Mean±Std) and our model refers to Resnet18+3D fusion+AAM

Model MAD BRS Accuracy(%)

Our model ✗ ✗ 84.06 ± 3.38

✗ ✔ 84.59 ± 2.83

✔ ✗ 84.44 ± 4.41

✔ ✔ 84.95 ± 3.88

Table 8  ASD detection performance of our model and professional 
doctors based on additional testing. *We compared the p-values 
between junior doctors and intermediate doctors as well as the model 
by using a statistical analysis using paired chi-square test with Accu-
racy of junior doctors as the reference

Model Accuracy(%) PPV(%) NPV(%) p-value*

Junior doctor 63.33 53.49 89.47 Ref
Senior doctor 71.70 60.53 91.67 0.359
Ours 83.33 85.71 81.25 0.029

Table 9  Accuracy results about 
different numbers of video 
frames selected during the 
training and testing

Number of frames Accuracy

8 75.21
16 83.95
32 82.18

Table 10  The comparison between model parameters and computa-
tional cost

Model Params (M) MACs(G)

resnet18 11.60 1.82
x3d 34.21 216.30
r2plus1d 31.52 163.10
ours 12.10 6.36
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Conclusion

This paper proposes a multi-instance learning-based model 
for the diagnosis of atrial septal defects using ultrasound 
video that has achieved excellent results. Since atrial septal 
defect is a very common cardiac disease that is found in 
a large number of children, our method can not only help 
cardiac sonographers to improve the efficiency of diagno-
sis but also assist primary cardiac sonographers in making 
diagnostic decisions.

However, the limitations of our study are four-fold: First, 
we select ultrasound videos from using only four standard 
views for diagnosing atrial septal defects, while there are 
some other ultrasound videos from non-standard views that 
can diagnose atrial septal defects that are not included in 
our study; Second, our data sets were all secondary fora-
men ovale atrial septal defects and exclude primary foramen 
ovale atrial septal defects. In addition, the shunt direction of 
the defects is all left-to-right shunts from the left atrium to 
the right atrium; Finally, the amount of data in our article 
was small and single-centred. These aspects will be exam-
ined in our future work.
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Fig. 5  Visualization of attention 
maps for four standard sections 
of ASD. A Subcostal view of 
the atrial septum (subAS) B 
Apical 4-chamber view(A4C). 
C The low parasternal four-
chamber view (LPS4C). D 
Parasternal short-axis view of 
large artery (PSAX)
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