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The continuous growth in the demand for air transportation ex-
ceeds the capacity of existing infrastructure, usually leading to un-
reliable flight schedules, i.e., long flight delays and uncertainties in
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arrival/departure and taxi times. We tackle the problem in this paper
by designing an air traffic control algorithm, which can accommo-
date both airport throughput and flight quality of service in terms of
flight delay on a given runway. The flight scheduling problem is for-
mulated as an integer linear programming, and then converted to a
multiobjective optimization problem which enables the computation
of tradeoff between scheduling resolution and time complexity. Based
on the multiobjective optimization, a heuristic algorithm considering
uncertainties in flight arrival/departure time and taxi time is designed
to achieve an improvement in airport throughput and a reduction
in flight delay. Extensive simulations show that compared to bench-
marking schemes, the proposed uncertainty-aware flight scheduling
algorithm can improve the airport throughput and flight delay by up
to 12.02% and 31.4%, respectively.

I. INTRODUCTION

The Federal Aviation Administration (FAA) forecasts
a long term growth in the demand for air travel and deliv-
ery driven by world economy [1]. The number of general
aviation hours flown, the revenue passenger miles, and the
enplanements are projected to increase 3% a year through
2030, and there will be one billion passengers in U.S. in
2021. This increase in the demand for air transportation will
result in numerous operation and maintenance issues in-
cluding airport capacity overload, safety degradation, flight
delays, aircraft fuel costs, and the degradation of passen-
ger service quality [2]–[4]. Aviation authorities have been
seeking methods that make a better use of existing infras-
tructures to resolve the situation while maintaining the re-
quired level of safety [5]. Similar to automated vehicle
traffic control [6], [7], air traffic control (ATC) is a popular
mechanism to prevent collisions. ATC organizes and expe-
dites the flow of traffic such that it benefits both airports and
airline companies. Nevertheless, ATC is still performed by
human operators, which is error prone and cost inefficient
[8]. In addition, it was reported that FAA has reached a
decision to close 149 ATC towers in U.S. due to budget
cuts [9]. As a result, it is imperative to design and deploy
automated intelligent ATC systems in international and do-
mestic airports.

Aircraft takeoff and landing are two key operations in
an airport. In an airport equipped with intelligent ATC sys-
tems, aircraft scheduling is responsible for sequencing air-
craft in takeoff and landing operations. A minimum separa-
tion distance is required between every pair of consecutive
aircraft to avoid the interference from the wake-vortex of
the leading aircraft. The separation distance is mandatory
and specified by aviation authorities. It varies for different
types of aircraft, which are generally classified by weight,
i.e., heavy, medium, and light aircraft. The separation dis-
tance also can be modeled using a separation time interval.
In this paper, it is assumed that in a busy airport resources
are limited and there is only one runway for both landing
and takeoff operation. Thus, the concerned aircraft schedul-
ing problem deals with sequencing the aircraft on a runway
to maximize airport throughput and minimize flight delays
under the constraint of FAA-specified separation distance.
Airport throughput is defined as the number of passengers
delivered by aircrafts in an airport per unit time. Table I
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TABLE I
Minimum Leading Time of Flights and Aircraft Capacity

gives an example of the minimum separation distances and
capacity of different types of flights.

First-come first-served (FCFS) is the scheduling princi-
ple in many practical real-time scheduling algorithms that
have been developed for runway operations. Extensive re-
search effort has been devoted to the study of FCFS-based
scheduling schemes. For example, D’Ariano et al. [10] and
Samà et al. [11] studied the problem of sequencing air-
craft takeoff and landing operations at congested airports.
Several FCFS scheduling principle-based heuristics were
designed and compared with branch-and-bound algorithm.
In fact, the FCFS principle enforces a sequential order that
can achieve scheduling efficiency, scheduling fairness, and
controller preference [12]. However, the throughput of a
runaway may be reduced due to relatively large spacing
requirements of FCFS sequence of order [13]. As a result,
the position shifting technique which resequences aircraft
in contrast to FCFS discipline was proposed in [14] to com-
pute optimal aircraft sequences with minimum delays.

Although position shifting techniques can effectively
reduce schedule makespans and mean delay time, they fail
to operate in real-time due to large computation overheads,
hence they are not well suited for aircraft scheduling. To
overcome drawbacks of position shifting methods, Malaek
and Naderi described an efficient real-time algorithm in
[13] for scheduling single and multiple runways. The pre-
sented algorithm is comparable to FCFS algorithms in terms
of accommodating practical issues of real-time scheduling
while enjoying optimality of minimizing makespans similar
to that of position shifting methods. However, this combina-
tion of FCFS and position shifting does not take into account
the uncertainty in aircraft departure and landing times.

In a real-world scenario, departure/landing and taxi
times of aircraft often deviate from their predefined val-
ues. This uncertainty in departure/landing and taxi times
results in inefficient airport usage and long aircraft delays
[15]. Few research works have explored aircraft scheduling
mechanisms considering uncertainties in landing/departure
time and taxi time. Bosson and Sun [16] presented a com-
prehensive optimization model that minimizes the total time
in the air and on the surface, and maximizes the punctuality
performance of flights. They also tackled uncertainties in
flight arrival/departure time by using a multistage stochastic
programming technique. However, the sequence of flight
takeoff/landing is not considered in this paper. Khanmo-
hammadi et al. [17] presented a systematic approach to
schedule landings of aircraft. The first step of the approach
predicts the uncertainty in aircraft arrival time using an

Fig. 1. Scheduling three types of aircraft in two scenarios produces
different QoS.

adaptive network based fuzzy inference system, and the
second step of the approach prioritizes the arriving flights
using a fuzzy decision making procedure. However, this ap-
proach does not consider the deviation of arrival times from
predefined values. Moreover, the uncertainty in departure
time and taxi time is not investigated.

We assume that each flight has a weight with respect to
a time unit that indicates the quality of service (QoS) the
flight can achieve during the interval. The QoS could be
in the form of minimal flight delay or maximum passen-
ger satisfactions. Fig. 1 illustrates two scenarios of flight
scheduling, and gives the QoS obtained by different types
of aircraft. These types of aircraft include Boeing 707 [18],
Boeing 727 [19], and Boeing 747 [20]. The minimum time
interval between any two types of aircrafts and passenger
capacity of flights are given in Table I. For the sake of
easy presentation, in this illustration example, we assume
all passengers of a flight are satisfied with the flight and
QoS of the flight is given by the number of passengers on
board. Scenario 1 shows that 3 flights can be assigned to
the runway while scenario 2 shows that 4 flights can be
assigned to the same runway under the constraint of flight
time interval. The throughput of the two scheduling solu-
tions is 3.7 and 5.8 passengers per second, respectively, and
the corresponding QoS of the scheduling solutions is 1031
and 1232, respectively. It is clear that scheduling solution
2 outperforms the solution 1 in terms of airport throughput
and flight QoS.

In this paper, we concentrate on flight scheduling that
jointly optimizes airport throughput and flight QoS, and
propose an uncertainty-aware flight scheduling algorithm
that sequences the arrival/departure order of flights on a
given runway. The flight scheduling problem is first formu-
lated as an integer linear program and then converted to a
multiobjective optimization problem for achieving a trade-
off between airport throughput and flight QoS. The major
contributions are summarized as follows.

1) A flight traffic control algorithm for a given runway
is proposed to accommodate both optimization ob-
jectives of airport throughput and flight QoS in terms
of delay.

2) A stochastic flight scheduling mechanism is de-
signed through considering uncertainties in flight
arrival/departure time and taxi time. The proposed
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TABLE II
Definitions of Main Notations Used in This Paper

scheme can handle uncertainties in air traffic and
produce uncertainty-aware flight schedules.

3) Simulation experiments based on synthesized flight
plan data have been used to verify the proposed
scheme, which outperforms the benchmarking meth-
ods in airport throughput and flight delay by up to
12.02% and 31.4%, respectively.

The rest of this paper is organized as follows. Section II
formulates the flight scheduling problem using integer lin-
ear program, Section III proposes the uncertainty-aware
flight scheduling by accommodating uncertainties in ar-
rival/departure time and taxi time. The proposed scheme is
verified in Section IV and Section V concludes this paper.

II. INTEGER LINEAR PROGRAMMING (ILP)-BASED
PROBLEM FORMULATION

The problem of scheduling landing or departing flights
on a runway can be formulated as an ILP. The ILP aims
to optimize the airport throughput, flight delays, and pas-
senger satisfaction. Refer to Table II for notations used in
this paper. Consider a set of flights � to be scheduled on
a runway of an airport. The set � is assumed to contain
N flights, i.e., � = {f1, f2, . . . , fN }, where fi denote the
ith flight in the set. The characteristic of flight fi can be

represented using a tuple fi = {ri, li , di}, where ri denotes
the release time of flight i when it becomes ready for land-
ing/departing, di indicates deadline of flight i when it must
finish landing or departing process, and li gives the taxi
time, i.e., the duration length of time for flight i when it
employs the runway.

Let T be the scheduling horizon that denotes the number
of time units ahead of which the scheduling decision on
flights is to be made. For flight fi ∈ �, Ai is defined as a
binary decision variable for the flight during the scheduling
horizon T . Ai is set to 1 if flight fi is scheduled in the
horizon T and is reset to 0 otherwise. A parameter βi is also
introduced for flight fi to indicate the resultant throughput
of scheduling flight fi in the horizon T . Based on the above
description, the throughput of an airport having N flights
to be scheduled is given by

∑N
i=1 βi · Ai , as shown in the

first item of (1).
For each time unit τ ∈ T � [1, 2, . . . , T ] in the horizon

of scheduling, the variable ατ
i denotes the scheduling de-

cision for flight fi during the interval τ . It is clear that ατ
i

is a binary scheduling decision variable. When flight fi is
scheduled to use the runway in the interval τi , ατ

i is set to
1. Otherwise, it is set to 0.

Let wτ
i be the QoS weight of flight fi during the interval

τ , and [ri, di − li] be the feasible interval in which a flight
departure or landing is about to be scheduled. The QoS of
flight fi can be expressed as

∑di−li
τ=ri

wτ
i · ατ

i , as shown in
the second item of (1). Note that the length of the feasible
interval [ri, di − li] is in general greater than the time unit
τ , and is typically set to some multiple of the τ .

The integer linear program for scheduling flights in the
horizon T can then be formulated as follows:

max
N∑

i=1

(

βi · Ai +
di−li∑

τ=ri

wτ
i · ατ

i

)

(1)

s.t. Ai ∈ {0, 1} ∀fi ∈ � (2)
N∑

i=1

ατ
i = Ai, ∀ατ

i ∈ {0, 1}, ri ≤ τ ≤ di − li (3)

ατ
i = 0 ∀(τ < ri) ∪ (di − li < τ ) (4)

ατ
i +

∑

j∈�

τ+li+θi,j∑

τ ′=τ

ατ ′
j ≤ 1

∀ri ≤ τ ≤ di − li ∀fi ∈ �, ∀τ ∈ T. (5)

The objective function is given in (1), indicating a joint
optimization for the airport throughput and flight QoS, the
latter of which is in the form of flight delays or passenger
satisfaction. For any flight fi ∈ �, if it is scheduled in the
horizon T [i.e., Ai = 1 as given in (2)], it must be scheduled
at τ within the feasible scheduling interval [ri, di − li] (3).
In other words, it cannot be scheduled outside the feasible
scheduling interval (4). Let θij denote the minimum interval
between flight fi and fj to avoid interference from the
wake-vortex of the leading aircraft. Only one flight can
be scheduled in the duration of (τ + li + θi,j ), where li
is the length of time for which flight fi uses the runway
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starting from τ (5). Equation (5) implicitly indicates that
the maximum waiting time of flight fi is (di − li − ri). In
other words, flights with longer waiting time than (di −
li − ri) are forced to stay in the waiting list, thus, will not
be scheduled.

Note that the length of time unit τ determines the reso-
lution of scheduling, which in turn has significant impact on
scheduling accuracy and computational efficiency. A short
duration of τ results in better scheduling solution since
more time slots gives a finer resolution along the time hori-
zon. In this case, the ILP problem size increases remarkably
as a result of large amount of scheduling variables. Conse-
quently, the computational complexity increases strikingly
and it is infeasible for an ILP solver to derive an optimal
schedule solution.

To handle the tradeoff between scheduling resolution
and time complexity, a multiobjective evolutionary algo-
rithm based on decomposition (MOEA/D) is developed to
improve the computational efficiency without compromis-
ing scheduling accuracy, as discussed in Section III.

III. UNCERTAINTY-AWARE FLIGHT SCHEDULING
ALGORITHM

The proposed algorithm consists of two parts. The first
part is a deterministic flight scheduling algorithm and the
second part is an uncertainty-aware flight scheduling al-
gorithm. The deterministic flight scheduling algorithm is
an MOEA/D-based approach. The uncertainty-aware flight
scheduling algorithm is a stochastic programming based
method which can efficiently handle the uncertainty of flight
landing/departure and taxi time.

A. MOEA/D-Based Deterministic Flight Scheduling

MOEA/D is first proposed in [21] for the optimization
of multiobjective problems. Unlike traditional multi-
objective evolutionary algorithm in [22], the MOEA/D
algorithm decomposes a multiobjective problem into a
number of scalar subproblems, which are in turn optimized
simultaneously. This technique has been widely used in
the area of avionics [23].

The MOEA/D method is employed in this paper for the
optimization of flight scheduling. The airport throughput
given in the first term of (1) and flight QoS given in the
second term of (1) are defined as two scalar optimization
objectives. The two objectives denoted by h1(βi) and h2(αi)
are given as follows:

h1(βi) =
N∑

i=1

βi · Ai

h2(αi) =
N∑

i=1

di−li∑

τ=ri

wτ
i · ατ

i (6)

where αi is the scheduling decision variable for flight i, βi is
the resultant throughput of scheduling flight fi in the hori-
zon T , and wτ

i is the QoS weight of flight fi during the inter-
val τ . Our goal is to optimize both the objectives given in (6).

Algorithm 1: MOEA/D-Based Flight Scheduling.
Input: Multiobjective problem, # of subproblems
M , # of neighboring weight vectors Q, and
uniformly distributed Tchebycheff vector λ for M

subproblems
1: Set nondominated solution S = NULL;
2: Set neighboring solution ϒ = NULL;
3: For m subproblems, calculate Euclidean distance

between any two vectors of a subproblem;
4: For each λi , pick its Q closest weight vectors to

form its neighboring set ϒi ;
5: Generate an initial flight schedule using (1) with

large τ and constant β and w;
6: Take schedule of (1) as the reference point;
7: For every subproblems, randomly select

subproblems from ϒi to generate a new solution
sample;

8: Update (r∗
1 , r∗

2 , . . . , r∗
m)T if new solution sample

dominates;
9: Update neighboring solution ϒi ;

10: Update nondominated solutions to S;
11: Check if the convergence condition satisfied. If it

is satisfied, S gives the solution; Otherwise, go to
step 7;

The MOEA/D algorithm decomposes the flight schedul-
ing problem into M subproblems by using the Tchebycheff
approach [24]. The ith scalar optimization problem can be
written in the form of

min g(x|λ, r∗) = max
1≤i≤m

{λi |hi(x) − r∗
i |} (7)

where λi denotes the Tchebycheff weight vector of sub-
problem i. r∗ = (r∗

1 , r∗
2 , . . . , r∗

m)T is the reference point
set where r∗

i in this set denote the optimal solution to
max{hi(x)}. Thus, the reference point vector r∗ essentially
gives the optimal solutions to our two optimizing objectives.

Refer to Algorithm 1, which summarizes the MOEA/D-
based flight scheduling algorithm. The algorithm proceeds
iteratively. In each iteration, the MOEA/D method mini-
mizes the scalar optimization problem given in (6), the op-
timal solution of which is a Pareto optimal solution of (1).
After M weight vectors are obtained using Tchebycheff ap-
proach based decomposition, the MOEA/D calculates the
Euclidean distance between any two weight vectors, and
places the Q closest vectors of the vector λi in the set ϒi . It
is clear that ϒi denotes the neighboring set of subproblem
i containing Q closest weight vectors of vector λi .

The algorithm then runs the ILP-based approach given
in (1) assuming a large time slot τ , and fixed β and ω.
The airport throughput and flight QoS β and ω are deemed
to be constant for a flight. Using a large time slot, the
algorithm can compute an initial flight schedule fast. The
initial flight schedule is in turn taken as the reference point
of the MOEA/D algorithm in step 6.

Step 7 randomly select two subproblems from neigh-
borhood ϒi of subproblem i to generate a new solution.
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Fig. 2. Stochastic programming based flight scheduling approach.

This new solution is used to update the reference vector
r∗ = (r∗

1 , r∗
2 , . . . , r∗

m)T if it dominates the existing solu-
tion. The neighboring set ϒi of subproblem i is updated
in step 9 accordingly. The nondominated solution is placed
in S in step 10. This process repeats until the stop criterion
is checked and satisfied in step 11. That is, process stops
when the airport throughput and flight delay are satisfied.

B. Uncertainty-Aware Stochastic Flight Scheduling
Algorithm

Due to undesirable weather conditions and other non-
deterministic events, flights may experience delays for their
departure/landing time or taxi time. This type of delays is
often unpredictable, leading to timing violation of sched-
uled flights. In this case, a flight may not be able to land
or takeoff before its scheduled deadline. As a result, the
airport throughput is negatively impacted and flight QoS is
degraded. To handle the timing uncertainty induced design
issue, a stochastic programming based scheduling scheme
is proposed in this section to generate a flight schedule that
can adapt to timing uncertainties.

Fig. 2 illustrates the design flow of timing uncertainty-
aware flight scheduling. This flow is motivated from our
previous works [25], [26], while the works in [25] and [26]
are for multiprocessor system scheduling which does not
consider the unique constraints in flight scheduling prob-
lem. A timing adaptation variable ϕ = {ϕr, ϕt } is defined
to model the uncertain property of flight release and taxi
time, and σ is utilized to denote the deadline miss rate of
scheduled flights. As shown in Fig. 2, the timing adapta-
tion variable ϕ = {ϕr, ϕt } is iteratively calculated to ob-
tain a flight schedule, such that the deadline miss rate of

the schedule meets design requirements. In each iteration,
ILP-based flight scheduling algorithm generates an initial
flight schedule for the MOEA/D-based algorithm, which
in turn produces a deterministic schedule for a given value
of timing adaption variable ϕ = {ϕr, ϕt }. After this step,
the Monte Carlo simulation is utilized to evaluate the tim-
ing adaption variable ϕ with respect to flight deadline miss
rate. If the miss rate reaches a predefined threshold value,
the procedure stops and a uncertainty-aware flight schedule
is generated. Otherwise, the process moves to the next iter-
ation with an updated value of ϕ = {ϕr, ϕt}. The following
sections describe details of the proposed uncertainty-aware
flight scheduling algorithm.

1) Timing Adaptation Enabled Parallel Flight Schedul-
ing: The timing adaption variable ϕ plays a critical role in
the stochastic programming. It is a tuple that can be written
as ϕ = {ϕr, ϕt }, where ϕr and ϕt indicate the adaptation
variable for flight release time and taxi time, respectively.
The variables ϕr and ϕt take values in the range of [0, 1].
Let Rmin,i and Rmax,i denote the earliest and latest release
time of flight fi , respectively, and Lmin,i and Lmax,i be the
minimum and maximum taxi time of the flight, respectively.
Considering the adaptation variable ϕr and ϕt for flight fi ,
the actual release and taxi time of the flight is then given as
follows:

ri = ϕr · Rmin,i + (1 − ϕr ) · Rmax,i (8)

li = ϕt · Lmin,i + (1 − ϕt ) · Lmax,i . (9)

The boundary values of release and taxi time of a flight
indicate the corner case of the flight, the scheduling based
on which will generate a conservative solution. Hence, in
this paper we propose an adaptive algorithm that iteratively
tunes the variable ϕr and ϕt to match the uncertainties in
flight release and taxi time. In each iteration, the algorithm
solves the optimization problem, and checks if the current
ϕr and ϕt approximate the uncertainty in release and taxi
time of the flight. Note we use Monte Carlo simulation
technique for this check, which is detailed in Section III-B2.

Due to the stochastic property of ϕr and ϕt , the values
of the two variables can be derived by using a step search
method combined with Monte Carlo simulation technique.
ϕr and ϕt are initialized to 0, and the step size is set to a
value between 0 and 1. We use ϕr to illustrate the deriva-
tion of values of the two random variables. Let the step
size of ϕr be 0.1. Then, the variable can take the values
of 0, 0.1, 0.2, . . . , 1.0. For each of these values, a Monte
Carlo simulation is conducted, the first value at which the
flight schedule meets design requirements is deemed to be
the value that represents the stochastic property of flight
release time. This value can be used to generate approx-
imate release time of flights according to (8), and the re-
sultant flight schedule is supposed to meet design require-
ments. The value of ϕt can be derived in the same way. The
step search procedure is essentially parallel, that is, we can
search the values of the random variables in the interval
of [0, 0.5] and [0.5, 1] simultaneously or even recursively.
Thus, the key role of the step search method is to speed

CHEN ET AL.: UNCERTAINTY-AWARE FLIGHT SCHEDULING FOR AIRPORT THROUGHPUT AND FLIGHT DELAY OPTIMIZATION 5
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up the search process by using parallel platforms such as
multicores or multiprocessors. The Monte Carlo simula-
tion method used to derive timing adaptation variables are
detailed in the next section.

2) Monte Carlo Simulation Based Timing Adaption
Variable Evaluation: One of the goals of the proposed
uncertainty-aware flight scheduling algorithm is to derive
the timing adaptation variables such that the deadline miss
rate σ of the generated flight schedule is satisfied. To
this end, a Monte Carlo simulation is performed to itera-
tively evaluate the concerned timing adaptation variables ϕr

and ϕt .
As illustrated in Fig. 2, the proposed stochastic

programming-based flight scheduling approach derives val-
ues of timing adaptation variables ϕr and ϕt using Monte
Carlo simulation. It first generates 10 000 samples of re-
lease time and taxi time of flights based on their distri-
bution of probability. Gaussian distribution of probability
is used to model the uncertainty in release and taxi time.
Note that the proposed approach is not restricted to the
Gaussian distribution. Once samples of flight release and
taxi time are generated, an initial flight schedule is gen-
erated for each sample by using the ILP-based technique
given in Section II, which is in turn fed to the MOED/D-
based algorithm for further refinement. The deadline miss
rate σ of a flight schedule is calculated as the ratio of the
number of samples where flight deadlines are satisfied to the
total number of samples. If the current deadline miss rate
meets the design requirement, the resultant flight schedule
and corresponding timing adaptation variables are the de-
sired ones and the algorithm exits. Otherwise, the proposed
algorithm updates the timing adaptation variables (ϕr and
ϕt ) for the next iteration. It has been shown that a simula-
tion of 10 000 samples is quite sufficient to get stable results
[25]. The obtained timing adaptation variables essentially
represents the stochastic property of flight release and taxi
time, thus, can be used to estimate the actual release and
taxi time according to (8) and (9).

IV. NUMERICAL EVALUATION

We have conducted extensive simulation experiments
to validate the proposed scheme in terms of improvements
in airport throughput and flight QoS. In this section, we
first give simulation settings for validation, then describe
performance metrics for evaluation, and finally present and
analyze the results.

A. Simulation Settings

We collected real plan data of arrival/departure flights of
Eastern China Airline. These data are from PVG and SHA
of Shanghai, two of the largest airports in China. Since the
two airports are also used by major domestic and interna-
tional airlines and we have no access to flight plan data of
these airlines, we synthesized the flight plan data of the two
airports in different scheduling horizon based on real flight
plan data of Eastern China Airline. Because arrival data and
departure data are equivalent in terms of validating the pro-

posed scheme, we only use departure data of flights in the
simulation experiments for the sake of simplicity. The re-
lease time of a flight is extracted from the synthesized flight
plan data. The taxi time of the flight is assumed to follow a
normal distribution of the probability with the mean of 10
min [27], [28]. Since a flight that departures within 15 min
of the scheduled time is deemed to be punctual [29], [30],
we define the deadline of the flight as its release time plus
its taxi time and 15 min offset. The proposed uncertainty-
aware parallel flight sequencing algorithm is implemented
in C#. The simulation was performed on a machine with
Intel Core i7-4720HQ 2.6 GHz CPU and 8GB memory.

B. Performance Metrics

In this section, we introduce two metrics to evaluate the
proposed flight sequencing algorithm. These two metrics
are airport throughput under given punctuality rate and QoS
of a flight, as described below.

1) Airport Throughput: The throughput of an airport
indicates the number of passengers delivered by aircraft in
unit time (one day). In this paper, we use throughput un-
der given punctuality rate to evaluate the proposed scheme.
The punctuality rate is defined as the ratio of the number
of flights arriving/departing within 15 min of the sched-
uled arrival/departure time to the total number of scheduled
flights. It has been shown that the punctuality rate of the
most punctual airlines in the world is about 90%. For exam-
ple, based on percentage of punctual flights, the Hawaiian
Airlines was ranked first with the punctuality rate of 93% in
North America airlines in 2015 and BMI regional was the
most punctual airline in the U.K. in 2013, with the punctu-
ality rate of 92% [29], [30]. However, the punctuality rate
of airlines in Asia is about 10% lower than that of airlines
in North America and Europe. In particular, the punctu-
ality rate of three largest airports in China, PVG/SHA in
Shanghai and PEK in Beijing, is below 40% in the first
half of 2013 according to flight data of FlightStats [30]. A
wide range of punctuality rates is used in this experiment to
investigate the impact of various flight sequencing schemes
on airport throughput and flight QoS.

2) Flight QoS: The QoS of a flight mainly depends
upon passenger satisfaction, which has many contribut-
ing factors such as cost and fees, in-flight services, board-
ing/deplaning/baggage, flight crew, and punctuality of the
flight. From the viewpoint of an airport, the punctuality of a
flight is the key factor that determines the efficiency of the
airport operation. Hence, we define the flight QoS as a nor-
malized function of the period of delay. When a flight does
not have any delay, its QoS is deemed to be 1. Otherwise,
the QoS of the flight is a value in the range between 0 and
1 and degrades with increase in delay. In other words, the
QoS of a flight is inversely proportional to the delay beyond
the scheduled arrival/departure deadline of the flight.

C. Experimental Results and Analysis

We compared the proposed uncertainty-aware flight
sequencing scheme with four benchmarking approaches,
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TABLE III
Comparison Between the Proposed Algorithm and Benchmarking

Methods in Terms of the Average Throughput (# of Passengers
Delivered in Unit Time) for Target Punctuality Rate of 0.4 (the Lowest

Rate in the World)

TABLE IV
Comparison Between the Proposed Algorithm and Benchmarking

Methods in Terms of the Average Throughput (# of Passengers
Delivered in Unit Time) for Target Punctuality Rate of 0.7 (the

Average Rate in the World)

TABLE V
Compare the Proposed Algorithm and Benchmarking Methods in

Terms of the Average Throughput (# of Passengers Delivered in Unit
Time) for Target Punctuality Rate of 0.9 (the Highest

Rate in the World)

which are constructed by using uncertainty characteristics
of both flight release time and taxi time. To be specific, the
four benchmarking methods indicate the scenario where
adaptation variables for flight release time and taxi time are
(ϕr = 0, ϕt = 0), (ϕr = 0, ϕt = 1), (ϕr = 1, ϕt = 0), and
(ϕr = 1, ϕt = 1), respectively. The airport throughput of
the four benchmarking methods are hence denoted by �00,
�01, �10, and �11, respectively, and the flight QoS of the
four methods are denoted by 00, 01, 10, and 11, re-
spectively. The case where 0 < ϕr < 1 and 0 < ϕt < 1 in-
dicates the stochastic scenario our proposed method is sup-
posed to deal with. We denote by �Proposed and Proposed

the airport throughput and flight QoS of the proposed algo-
rithm, respectively.

It can be derived from historical flight data in [29] and
[30] that the highest, average, and lowest punctuality rate of
airports throughout the world is about 90%, 70%, and 40%,
respectively. We hence conduct simulation experiments for
the three cases in terms of airport throughput and flight QoS.

Table III compares the average throughput of the pro-
posed algorithm with that of four benchmarking schemes
for flight sets with varying sizes under the given target punc-
tuality rate of 40%. Since the punctuality of an airport is
the percentage of flights arriving/departing within 15 min of
scheduled time of arrival/departure over a period of 30 days,
the throughput given in Table III is also averaged over 30
days assuming different number of flights in an individual

TABLE VI
Compare the Proposed Algorithm and Benchmarking Methods in Terms

of the Average Flight QoS for Target Punctuality Rate of 0.4 (the
Lowest Rate in the World)

TABLE VII
Compare the Proposed Algorithm and Benchmarking Methods in Terms

of the Average Flight QoS for Target Punctuality Rate of 0.7 (the
Average Rate in the World)

TABLE VIII
Compare the Proposed Algorithm and Benchmarking Methods in Terms

of the Average Flight QoS for Target Punctuality Rate of 0.9 (the
Highest Rate in the World)

day. As given in the table, the average throughput achieved
by the proposed algorithm (0 ≤ ϕr ≤ 1, 0 ≤ ϕt ≤ 1) is
close to that of the approach designing for the best case
(ϕr = 1, ϕt = 1), and can be up to 12.02% higher than that
of the approach designing for the worst case (ϕr = 0, ϕt =
0), 6.17% higher than that of the approach designing for the
corner case (ϕr = 0, ϕt = 1), and 3.12% higher than that of
the approach designing for the corner case (ϕr = 1, ϕt = 0).

In addition, Tables IV and V compare the average
throughput of the proposed algorithm with that of four
benchmarking schemes for flight sets with varying sizes
under the given target punctuality rate of 70% and 90%, re-
spectively. From the results given in the table, we can draw
the same conclusion that the proposed algorithm (0 ≤ ϕr ≤
1, 0 ≤ ϕt ≤ 1) achieves similar throughput when compared
to the approach designing for the best case (ϕr = 1, ϕt = 1),
and higher throughput when compared to the approaches
designing for the worst case (ϕr = 0, ϕt = 0) and the corner
cases (ϕr = 0, ϕt = 1) and (ϕr = 1, ϕt = 0).

Table VI gives the QoS of flights achieved by the pro-
posed algorithm and benchmarking methods averaged over
a period of 30 days under the target punctuality rate of
40%. The results listed in the table indicate that the QoS
of flights achieved by the proposed algorithm is high and
much better than that of benchmarking methods. Specif-
ically, the proposed algorithm (0 ≤ ϕr ≤ 1, 0 ≤ ϕt ≤ 1)
achieves a high QoS (above 94.4%), which is close to that of
the approach designing for the best case (ϕr = 1, ϕt = 1).
When compared to the approach designing for the worst
case (ϕr = 0, ϕt = 0), the QoS achieved by the proposed

CHEN ET AL.: UNCERTAINTY-AWARE FLIGHT SCHEDULING FOR AIRPORT THROUGHPUT AND FLIGHT DELAY OPTIMIZATION 7
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TABLE IX
Simulation Result Comparison With the Actual Flight Data

algorithm can be up to 31.4% higher. When compared to
the approach designed for the corner cases (ϕr = 0, ϕt = 1)
and (ϕr = 1, ϕt = 0), the QoS achieved by the proposed al-
gorithm can be up to 17.02% and 8.9% higher, respectively.
The flight QoS of the proposed algorithm and benchmark-
ing methods under the target punctuality rate of 70% and
90% are presented in Tables VII and VIII, respectively. The
results in the table also demonstrate the effectiveness of the
proposed algorithm in terms of improving the flight QoS.

To further validate the proposed uncertainty-aware
flight sequencing scheme, we compared simulation results
of the proposed approach with actual flight data. As given in
Table IX, both large aircraft 4 and 5 are scheduled to takeoff
at 09:45 following the large aircraft 3 at 9:35. However, their
actual takeoff time is 10:06 and 10:08, respectively, which
has a large variation of almost 20 min due to uncertainty in
flight release time. Taking uncertainty of flight release time
into account, the proposed approach predicts that the take-
off time of aircraft 4 and 5 is 10:02 and 10:05, respectively.
It can also be seen from the table that results of the proposed
sequencing scheme approximate to actual flight data with
respect to airport throughput and flight QoS in the presence
of uncertainty. For example, the total throughput is 5167 in
the simulation and 4656 in real flight data, and the average
QoS is 90.94% in the simulation and 81.19% in real flight
data. The discrepancy between actual and simulation data
is within 10%.

Overall, the proposed algorithm can achieve a higher
throughput of the airport and a better QoS of the flight as
compared to benchmarking methods, both of which have
been clearly demonstrated in the Tables III–IX. The higher
throughput and the better QoS of the proposed algorithm
benefit from the consideration of uncertainties in flight ar-
rival/departure time and taxi time, which are handled by
a stochastic programming based scheduling scheme devel-
oped in the proposed algorithm.

V. CONCLUSION

We tackle the flight scheduling problem of sequencing
the arrival/departure order of flights on a given runway

under the uncertainty of timing uncertainty in flight
departure/landing or taxi time. The goal of this work is to
design algorithms that optimize both airport throughput
and flight QoS. We formulate the flight scheduling
problem as an integer linear program; and we transform
the integer linear program into a multiobjective opti-
mization problem to achieve a tradeoff between airport
throughput and flight QoS. We also design a stochastic
flight scheduling algorithm that considers uncertainties
in flight arrival/departure time and taxi time, thus the
proposed algorithm can be adapted to uncertainties in air
traffic and produce more resilient flight schedules. Our
proposed stochastic flight scheduling algorithm is shown
to improve the airport throughput and flight QoS by up to
12.02% and 31.4% as compared to benchmarking schemes,
respectively.
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