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Abstract—CMOS scaling has greatly increased concerns for both lifetime reliability due to permanent faults and soft-error reliability

due to transient faults. Most existing works only focus on one of the two reliability concerns, but often times techniques used to increase

one type of reliability may adversely impact the other type. A few efforts do consider both types of reliability together and use two

different metrics to quantify the two types of reliability. However, for many systems, the user’s concern is to maximize system

availability by improving the mean time to failure (MTTF), regardless of whether the failure is caused by permanent or transient faults.

Addressing this concern requires a uniform metric to measure the effect due to both types of faults. This paper introduces a novel

analytical expression for calculating the MTTF due to transient faults. Using this new formula and an existing method to evaluate

system MTTF, we tackle the problem of maximizing availability for multicore real-time systems with consideration of permanent and

transient faults. A framework is proposed to solve the system availability maximization problem. Experimental results on a hardware

board and simulation results of synthetic tasks show that our scheme significantly improves system MTTF (and hence availability)

compared with existing techniques.

Index Terms—System availability, soft-error reliability, lifetime reliability, multicore real-time systems

Ç

1 INTRODUCTION

MULTICORE processors have become the mainstream for
current and future embedded microprocessors in var-

ious real-time applications. However, the exponential
increase in power density of multicore processors caused by
aggressive technology scaling can lead to elevated operating
temperature and frequent temperature variations, which
accelerate chip wear-out due to electromigration (EM) [1],
time-dependent dielectric breakdown (TDDB) [2], stress
migration (SM) [3], and thermal cycling (TC) [4]. Such accel-
erated wear-outs eventually result in permanent faults
occurring earlier and reduce lifetime. Furthermore, the
decreasing feature size and operating voltage make the cir-
cuits more vulnerable to transient faults, thus degrade

soft-error reliability. To reduce the cost of repairing/replac-
ing an entire system and maintain quality of service,
improving lifetime reliability (LTR) and soft-error reliability
(SER) becomes an imperative design concern of multicore
systems, especially for embedded systems deployed in criti-
cal applications and harsh environments.

As aforementioned, multicore systems are mainly sus-
ceptible to two faults: permanent fault resulting in faulty
hardware and transient fault resulting in soft error. Perma-
nent fault is a type of failure that continues to exist until the
faulty hardware is repaired or replaced, and is caused by
circuit wear-out [5], [6], [7]. Transient fault is a type of fail-
ure that appears for a short time and then disappears with-
out damage to the device, and is caused by cosmic radiation
[8], [9], [10]. Many safety-related embedded systems are
required to have the capacity of providing a reliable execu-
tion in the presence of both faults.

Extensive investigations have been made in the design of
reliability-aware real-time systems. However, most of them
either focus on LTR [7], [11], [12], [13], [14] or SER [15], [16],
[17], [18], [19]. Although the causes and repair techniques of
transient and permanent faults are quite different, certain set
ups of a chip in general impact both SER and LTR. For exam-
ple, decreasing the core frequency would decrease SER but
increase LTR. Therefore, it is important to consider the two
faults at the same time when selecting the right set ups for
the chip. Having a common metric would make it easier to
balance the effects on SER and LTR. A few recent works
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[20], [21], [22], [23], [24] have examined both SER and LTR
together. But all these works utilize separate metrics to eval-
uate reliability. Specifically, mean time to failure (MTTF) is
used to measure LTR while the probability of successful exe-
cution is used to estimate SER. However, evaluating LTR
and SERwith different metrics presents two dilemmas. First,
for system users, the concern is the mean time to first failure,
regardless of whether the failure is caused by a permanent
fault or transient fault. It is true that repairing the two differ-
ent failures incurs different overheads, but at the end of the
day, any failure would cause an interruption of normal exe-
cution. Second, certain design decisions (e.g., task mapping
and voltage/frequency scaling) may increase LTR but
decrease SER or vice versa. Without a common metric, it is
difficult to gauge how tradeoffs should be made to achieve
overall high system reliability. To this end, we use the MTTF
as the commonmetric to evaluate LTR and SER.

In this paper, we first propose using MTTF to evaluate
LTR and SER, and present a novel analytical method to cal-
culate the MTTF due to transient faults. We then formulate
the problem of maximizing the availability for real-time sys-
tems running on multicores in the presence of both perma-
nent and transient faults. Finally, we design a hybrid
framework to solve the system availability maximization
problem. This paper makes the following contributions.

� We propose an analytical method to calculate the
MTTF due to transient faults for a core executing a
given workload. In addition, we show that our
MTTF expression indeed correctly represents MTTF.
Based on the expression, we formulate a max-min
problem to optimize the availability of multicore
real-time systems that suffer from both permanent
and transient faults.

� We present a hybrid framework to solve the avail-
ability maximization problem, in which an offline
and an online approach are alternately employed to
improve the system availability based on the core
states. The offline approach builds on reliability-
aware methods for increasing system availability by
balancing SER and LTR. The online approach
improves the system availability by balancing the
diverse availabilities of individual cores. MTTF-
aware heuristics are used in the online approach to
adjust the strategy generated from the offline
approach.

The rest of this paper is organized as follows. Section 2
shows the background of this work. Section 3 introduces
the analytical method to calculate the MTTF due to transient
faults. Section 4 defines the optimization problem and
presents an overview of our framework to solve the prob-
lem. Our framework consists of an offline approach and an
online approach, which are described in Sections 5 and 6,
respectively. Experimental results are discussed in Section 7
and concluding remarks are given in Section 8.

2 BACKGROUND

2.1 Related Work

Considerable research efforts have been devoted to investi-
gating permanent faults in the past decade. Huang et al. [11]
established an analytical model to estimate the LTR of

multicores and designed a simulated annealing based
method to maximize system lifetime. Amrouch et al. [12]
studied the impact of individual aging mechanisms on the
probability of failures and the interdependencies of these
mechanisms. Duque et al. [13] developed an LTR model that
considers the variation of fault behaviors at runtime, and
proposed an adaptive LTR-driven scheduling approach.
Unlike the approaches in [11], [12], [13] that solve the LTR
optimization problem statically, Chantem et al. [14] pre-
sented an online LTR-aware task scheduling which slows
down core wear-out speed, and Ma et al. [7] designed an
online framework which maximizes LTR through core utili-
zation control. However, none of the above-mentioned work
takes into account transient faults.

On the other hand, a lot of studies have focused on
improving SER. Zhao et al. [15] explored the optimal fre-
quency for each task to maximize system SER under the
deadline and energy constraints. Rozo et al. [16] presented
an adaptive fault-tolerant technique to improve SER by
dynamically tuning resource allocation. Haque et al. [17]
tackled the problem of minimizing the energy consumed by
real-time tasks under a given SER constraint. Although
these proposed techniques can either lower fault rate or tol-
erate occurred transient faults, they cannot handle the
uncertainty in transient fault occurrences. Zhou et al. [18]
introduced a fault adaptation variable to model the uncer-
tainty, and proposed a stochastic fault-tolerant task schedul-
ing algorithm. However, all the aforementioned approaches
do not deal with permanent faults. Axer et al. [19] presented
an SER analysis approach to detect and recover transient
faults while keeping time predictability for periodic task
sets executing in mixed-critical systems. Though [19] has
made impressive contributions in fault detection and recov-
ery, it does not consider two specific aspects related to sys-
tem SER improvements: 1) some design decisions such as
task mapping and task operating frequency selection have
great impacts on reliability, and 2) lifetime is also an impor-
tant concern in embedded systems. Our work attempts to
address these missing aspects.

A few recent papers have focused on handling perma-
nent and transient faults simultaneously. An efficient fault-
aware resource management method is designed for net-
work-on-chip systems [20]. The authors proposed placing
spare cores to improve system SER and LTR. Huang et al.
[21] developed a software/hardware recovery based sched-
uling algorithm to deal with both permanent and transient
faults. A genetic algorithm based approach is introduced to
jointly improve SER and LTR by determining the mapping
and frequency for each task [22]. Kim et al. [23] presented
energy and lifetime optimization techniques that use DVFS-
aware reliability model and Q-learning-based method for
multicore systems considering permanent and transient
faults. Ma et al. [24] established an online framework for
enhancing SER and LTR of real-time systems running on
Big-Little type MPSoCs. However, all these works lack a
uniform metric to measure the effect due to both faults, thus
are not suitable for addressing the user’s concern of maxi-
mizing system availability regardless of whether the failure
is caused by permanent or transient faults.

MTTF is used as the common metric to evaluate system
reliability. Aliee et al. [25] presented a success tree based
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scheme to carry out reliability analysis for embedded systems
suffering both permanent and transient faults. The approach
can model more general component dependencies instead of
the serial failure model used in our paper. However, it uses a
Monte-Carlo (MC) analysis to compute the overall system
MTTF. The MC analysis requires designers to specify a time
step for discretizing the continuous-time reliability functions
for both permanent and transient fault processes and thus is
time-consuming. Unlike [25], we analytically derive the
MTTF due to transient faults and use a simplified version of
the LTRmodeling tool [26] to obtain the MTTF due to perma-
nent faults. The analytical method avoids the use ofMC anal-
ysis and the simplified tool significantly reduces the number
of MC trials with an acceptable accuracy degradation. There-
fore, our approach is more computational-efficient. Using the
common metric MTTF, we formulate and solve the problem
of maximizing availability for general real-time applications
running on multicore systems with consideration of perma-
nent and transient faults.1

2.2 Architecture and Application Model

We consider a multicore system C that consists of M homo-
geneous cores fC1; C2; . . . ; CMg. C executes a task set T that
consists of N independent periodic tasks ft1; t2; . . . ; tNg
with real-time constraints. The characteristics of a task ti
ð1 � i � NÞ is described by a quadruplet ti : fpi; di; wti; rig,
where pi and di are the period and relative deadline of task
ti, respectively. wti is the worst-case execution time of task
ti at the core’s maximum frequency, and ri is the task vul-
nerability factor indicating the probability that a transient
fault at the hardware level ultimately leads to a program
failure at the task level [28]. The period of a task is assumed
equal to its deadline [8], i.e., pi ¼ di. The hyper-period of
task set T , denoted by HT , is the least common multiple of
all task periods fp1; p2; . . . ; pNg.

The task set is periodically executed on the multicore sys-
tem, and each core is dynamic voltage and frequency scaling
(DVFS) enabled and supports a discrete set of frequencies
varying from the minimum voltage/frequency to the maxi-
mum voltage/frequency. For simplicity, we will use the
term frequency change to stand for both supply voltage and
frequency adjustments in what follows. Denoting the mini-
mum and maximum frequency supported by a core as fmin

and fmax, the operating frequency fi of task ti running on the
multicore system, normalized with respect to fmax, satisfies
0 < fmin � fi � fmax ¼ 1:0. The execution time ti of task ti at
frequency fi is then given bywti=fi.

2.3 Soft-Error Reliability Model

Transient faults are in general modeled using an exponen-
tial distribution with an average arrival rate �, which repre-
sents the expected number of failures occurring per second
and increases as the voltage/frequency decreases [9]. Let
�ðfiÞ denote the raw fault rate of a core running at fre-
quency fi, it then can be calculated by

�ðfiÞ ¼ �0 � 10
að1�fiÞ
1�fmin ; (1)

where �0 is the average fault rate at the maximum frequency
fmax, and a is a hardware specific constant that indicates the
sensitivity of fault rates to frequency scaling. Considering
the task vulnerability, the actual fault rate of executing task
ti on a core at frequency fi is then �ðfiÞ � ri.

The SER of a task is defined as the probability of its suc-
cessful execution without the occurrence of any transient
faults, and can be determined by the exponential failure
law. Using the exponential distribution assumption, the
SER of a task instance (job) of ti is expressed as [10]

Ri ¼ e
��ðfiÞ�ri �

wti
fi : (2)

Replication is widely used to improve SER. In this paper,
we consider multicore systems that use replication to toler-
ate up to one transient fault for each task since single-fault-
tolerance is a common assumption [10]. Given task ti exe-
cuting at frequency fi with a recovery task running at the
same frequency, the SER of the task is calculated as

Rrep
i ¼ 1�

�
1� e

��ðfiÞ�ri �
wti
fi

�2

: (3)

2.4 Lifetime Reliability Model

We consider four IC-dominant failure mechanisms: EM,
TDDB, SM, and TC. Other failure mechanisms such as nega-
tive/positive bias temperature instability can be incorpo-
rated using the sum-of-fault rate model [3], [22].

EM refers to dislocation of metal atoms caused by
momentum imparted by electrical current in wires and vias
[1]. The MTTF due to EM is

MTTFEM ¼ AEM

Ga
e
EactEM

dT ; (4)

where AEM is a constant determined by the physical charac-
teristics of the metal interconnect, G is the current density,
EactEM is the active energy for electromigration, a is an
empirically determined constant, d is the Boltzmann con-
stant, and T is the runtime temperature.

TDDB refers to deterioration of the gate oxide layer [2].
The MTTF due to time-dependent dielectric breakdown is

MTTFTDDB ¼ ATDDB
1

V

� �ð#1�#2T Þ
e
AþB=TþCT

dT ; (5)

where ATDDB is a fitting constant, V is the supply voltage,
and #1, #1, A, B, and C are empirical fitting parameters.

SM is caused by the directionally biased motion of atoms
in metal wires due to mechanical stress caused by thermal
mismatch between metal and dielectric materials [3]. The
MTTF resulting from stress migration is

MTTFSM ¼ ASMjT0 � T j�ae
EactSM

dT ; (6)

where ASM is a fitting constant, T0 is the mental deposition
temperature during fabrication, and EactSM is the activation
energy for stress migration.

TC refers to wear due to thermal stress induced by mis-
matched coefficients of thermal expansion for adjacent
material layers [4]. The number of cycles to failure (NTC)
can be calculated as

NTC ¼ ATCðDT � TthÞqe
EactTC
dTmax ; (7)

1. The preliminary version of this manuscript appears in [27].
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where ATC is an empirically determined constant, DT is the
thermal cycle amplitude and can change between cycles,
T th is the temperature at which inelastic deformation
begins, q is the Coffin-Manson exponent constant, EactTC is
the activation energy for thermal cycling, and Tmax is the
maximal temperature during the cycle.

Although the scaling parameters of the above four failure
mechanisms can be quite different, the aging effects caused by
these failure mechanisms can be dealt with simultaneously as
done by existing work, e.g., in [3], [26]. We leverage a hierar-
chical LTR modeling tool [26] to estimate the system-level
MTTF due to permanent faultswhen considering the four fail-
ure mechanisms. The tool models wear due to the above four
mechanisms at the device level. The tool accounts for the effect
of using multiple devices in a component upon fault distribu-
tions. Based on the device-level reliability models and tempo-
ral failure distributions, component-level MTTF is calculated
[26]. Then, using the component-level reliability as input, the
system-level MTTF is obtained by MC simulation. The effi-
cacy of this hierarchical modeling tool has been validated in
[26]. The tool is shown to be accurate and efficient in estimat-
ing system-level LTR and thus it has beenwidely adopted.

3 MTTF DUE TO TRANSIENT FAULTS

A simple way to estimate the MTTF due to transient faults
(MTTFT ) is calculating the reciprocal of average failure rate.
However, this only holds if SER follows an exponential dis-
tribution. Though the simplest model for SER can be
described by an exponential distribution as shown in
Eq. (2), after considering task recovery techniques, the reli-
ability model no longer follows an exponential distribution
as shown in Eq. (3). Since we are interested in system MTTF
when executing a given workload, unfortunately we cannot
simply use 1/� to estimate the MTTFT . In this paper, we
introduce an analytical approach for calculating the MTTFT

by using task-level SERs, which are obtained based on the
failure rate model. Obtaining MTTFT enables the designers
to utilize a common metric to evaluate LTR and SER, which
allows to make decisions for achieving overall high system
reliability. This section first introduces an analytical method
to calculate the MTTFT for one core and gives a simple
example to illustrate the calculation, then proves some
properties of the MTTF expression, and finally shows that
the expression indeed correctly represents MTTF.

We represent the set of tasks allocated to core Cj
ð1 � j � MÞ by T ðCjÞ, which satisfies T ðCjÞ � T and consists
of rj tasks ft1; t2; . . . ; trjg. The hyper-period of task set T ðCjÞ
is represented by HT ðCjÞ. Since each task in set T ðCjÞ gener-
ates a sequence of jobs within its period, we use J ðCjÞ ¼
fJ1; J2; . . . ; Jnjg to represent all the jobs of T ðCjÞ ¼
ft1; t2; . . . ; trjg in HT ðCjÞ, where nj ¼

Prj
i¼1 HT ðCjÞ=pi is the

number of jobs on core Cj during a hyper-periodHT ðCjÞ.

We denote the mean time to first failure of core Cj due to
transient faults byMTTFT ðCjÞ. To deriveMTTFT ðCjÞ, the dif-
ficulty is not in computing the SER of tasks or multiplying
the SER of individual tasks, but is in modeling the time to
first failure due to transient faults and the corresponding
probability of the first failure, as well as doing the integration
based on them. Fig. 1 illustrates the time to first failure due to

a transient fault occurring during the execution of job J‘
ð1 � ‘ � njÞ in the kth run of set J ðCjÞ. Here TexeðJ ðCjÞÞ ¼Pnj

‘¼1 t‘ is the total execution time of jobs in set J ðCjÞ,
TexeðJ ‘ðCjÞÞ ¼

P‘
i¼1 ti is the total execution time of jobs J1 to

J‘ on core Cj, and J ‘ðCjÞ is the set of jobs J1; J2; . . . ; J‘. As

shown in Fig. 1, the time to first failure is equal to ðk� 1Þ�
HT ðCjÞ þ TexeðJ ‘ðCjÞÞ, where HT ðCjÞ is assumed equal to

TexeðJ ðCjÞÞ considering that the idle timewithout task execu-

tion in HT ðCjÞ is deemed reliable and thus is not included

in the calculation of the time to first failure. Now, let

PsuccðJ ðCjÞ; k� 1Þ be the probability that the first k� 1 runs
of J ðCjÞ are all successful, and PfailðJ‘Þ be the probability

that J‘ is erroneous but J1 to J‘�1 in the same run ofJ ðCjÞ are
successful. ThenMTTFT ðCjÞ is

MTTFT ðCjÞ ¼
X1

k¼1

Xnj

‘¼1
fðk� 1Þ � HT ðCjÞ

þ TexeðJ ‘ðCjÞÞg � PsuccðJ ðCjÞ; k� 1Þ � PfailðJ‘Þ:
(8)

Using Eq. (8) to computeMTTF directly is challenging due to

the infinite number of summation terms.However, by apply-
ing a series of algebraic transformations, we can remove

these terms and derive a simple expression to calculate

MTTF. Below, we show key steps of the transformation.
Based on the definition of PsuccðJ ðCjÞ; k� 1Þ and PfailðJ‘Þ,

we have

PsuccðJ ðCjÞ; k� 1Þ ¼
Ynj

‘¼1
R‘

� �k�1
(9)

PfailðJ‘Þ ¼ R1R2 � � �R‘�1ð1�R‘Þ; (10)

where R‘ is the reliability of job J‘ and can be obtained
using Eq. (2). Let PfailðJ ðCjÞÞ be the probability that J ðCjÞ
sees a failure in a run, it can be then expressed as

PfailðJ ðCjÞÞ ¼ 1�
Ynj

‘¼1
R‘: (11)

Thus the probability PsuccðJ ðCjÞ; k� 1Þ can be written as

PsuccðJ ðCjÞ; k� 1Þ ¼ ð1� PfailðJ ðCjÞÞÞk�1: (12)

According to Eqs. (9), (10), (11), and (12), we can rewrite
Eq. (8) as

Fig. 1. The time to first failure due to a transient fault of job J‘ in the kth run of J ðCjÞ. J ðCjÞ ¼ fJ1; . . . ; Jnjg represents all the jobs of set T ðCjÞ in a
hyper-periodHT ðCjÞ and TexeðJ ‘ðCjÞÞ is the total execution time of jobs J1 to J‘ on core Cj.
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MTTFT ðCjÞ ¼
X1

k¼1
ðk� 1Þð1� PfailðJ ðCjÞÞÞk�1 � HT ðCjÞ

� PfailðJ ðCjÞÞ þ
X1

k¼1
ð1� PfailðJ ðCjÞÞÞk�1

�
Xnj

‘¼1
TexeðJ ‘ðCjÞÞ � PfailðJ‘Þ:

(13)

Since
P1

k¼1ðk� 1Þak�1 ¼ a

ð1�aÞ2
and

P1
k¼1 a

k�1 ¼ 1
1�a, we can

derive that

X1
k¼1

ðk� 1Þð1� PfailðJ ðCjÞÞÞk�1 ¼ 1� PfailðJ ðCjÞÞ
ðPfailðJ ðCjÞÞÞ2

; (14)

X1
k¼1

ð1� PfailðJ ðCjÞÞÞk�1 ¼ 1

PfailðJ ðCjÞÞ
: (15)

Finally,MTTFT ðCjÞ can be calculated as

MTTFT ðCjÞ ¼
HT ðCjÞ þ TexpðJ ðCjÞÞ

PfailðJ ðCjÞÞ
� HT ðCjÞ

¼ TexeðJ ðCjÞÞ þ TexpðJ ðCjÞÞ
PfailðJ ðCjÞÞ

� TexeðJ ðCjÞÞ:
(16)

TexpðJ ðCjÞÞ in Eq. (16) is the expected time to failure when
the fault occurs in the first run, and it is expressed as

TexpðJ ðCjÞÞ ¼
Xnj

‘¼1
TexeðJ ‘ðCjÞÞ � PfailðJ‘Þ: (17)

According to the above transformation, given the execution
time and reliability of each job, the MTTFT given in Eq. (16)
can be readily evaluated, where the reliability of jobs (i.e.,
R1; R2; . . . ; R‘) are derived by Eqs. (1) and (2). Note that we
cannot ignore TexeðJ ðCjÞÞ and TexpðJ ðCjÞÞ in Eq. (16) to fur-
ther simplify MTTFT since doing this would result in non-
negligible error.

In Eq. (16), HT ðCjÞ is assumed equal to TexeðJ ðCjÞÞ. This
assumption works well for heavily loaded systems (i.e., sys-
tems that are busy) but results in larger approximation error
for lightly loaded systems. The reasons why it is acceptable
to assume that the system under consideration is heavily
loaded (i.e., busy) are given as follows. First, in a heavily
loaded system, accelerated aging of cores caused by heavy
workloads makes the multicore processor prone to suffer
permanent faults. Second, long task execution times in a
heavily loaded system expose the processor to more tran-
sient faults. Thus, it is more critical to consider permanent
and transient faults simultaneously and making tradeoff
between LTR and SER to achieve overall high system reli-
ability in heavily loaded systems than lightly loaded sys-
tems. We believe that our analytical model can be improved
to reduce approximation error for lightly loaded systems by

judiciously calculating the slack time. We leave the detailed
discussion of this aspect to future work.

For better understanding, we provide a simple example
to illustrate the calculation of MTTFT . This example consid-
ers three tasks t1; t2; t3 on a core running at the maximum
frequency. The task-related parameters are presented in
Table 1. From the table, we can easily derive the execution
time of these tasks during a hyper-period. That is,
Texe ¼ 0:1� 4þ 0:14� 3þ 0:19� 2 ¼ 1:2s. Using the earli-
est-deadline-first policy [29], we can determine the schedul-
ing order of tasks during a hyper-period. Assuming that the
fault rate �0 at the maximum frequency is 1:0� 10�7 [15],
the reliability of t1 � t3 can be obtained using Eq. (2) as
R1 ¼ 0:999999995, R2 ¼ 0:9999999916, R3 ¼ 0:9999999867.
Given the task reliabilities, we can use Eqs. (11) and (17) to
calculate Pfail and Texp of the task set, respectively. That is,
Pfail ¼ 7:180� 10�8 and Texp ¼ 1:058� 10�8s. Finally, substi-

tuting Texe, Texp, and Pfail into Eq. (16), we have MTTFT ¼
1:2þ1:058�10�8

7:180�10�8 � 1:2 ¼ 1:671� 107s ¼ 0:53 year. We also inves-

tigate the value of MTTFT in Section 7 using other fault rate
values (i.e., �0 ¼ 1:0� 10�6 and �0 ¼ 1:0� 10�8) suggested
from [15].

The MTTFT ðJ ðCjÞÞ expression in Eq. (16) is derived for a
workload J ðCjÞ being periodically executed. One immedi-
ate question is what the MTTFT ðJ ðCjÞÞ would be if we treat
two or more runs of J ðCjÞ as the given workload being peri-
odically repeated. Clearly this new MTTFT ðJ ðCjÞÞ based on
multiple runs of J ðCjÞ should be exactly the same as the
one in Eq. (16). We introduce a theorem below to show that
computing MTTFT ðJ ðCjÞÞ using Eq. (16) indeed draws the
desired conclusion.

Theorem 1. For any given job setJ ðCjÞ and any integerm (� 2),
let JmðCjÞ denote the set containing m runs of J ðCjÞ, i.e.,
JmðCjÞ ¼ fJ1; J2; . . . ; Jnj ; J1; J2; . . . ; Jnj ; � � � ; J1; J2; . . . ; Jnj|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

nj�m

g. Then

MTTFT ðJmðCjÞÞ ¼ MTTFT ðJ ðCjÞÞ holds if both are evaluated
following the expression in Eq. (16).

Theorem 1 can be proved by a series of inductions. Its proof
is given in theAppendix,which can be found on theComputer
Society Digital Library at http://doi.ieeecomputersociety.
org/10.1109/TC.2019.2935042. The theorem demonstrates
that the calculation ofMTTFT given in Eq. (16) indeed satisfies
the basic property that MTTFT should be independent of the
number of runs of a given periodical task set used to calculate
MTTFT .

4 OVERALL FRAMEWORK

As pointed out earlier, the user’s goal is to maximize system
availability, no matter whether the system failure is caused
by permanent or transient faults. In this section, we first
describe the studied problem and then provide a high-level
overview of our approach to solve this problem.

4.1 Problem Definition

System availability is defined as the ratio of system uptime
to the sum of system uptime and downtime [30]. Since
uptime is quantified by MTTF and downtime is equal to
MTTR, system availability is written as

TABLE 1
Task Execution Time at the Maximum Frequency, Period,

Vulnerability to Soft Error, and Deadline

Task
Execution Time

(ms)
Period
(ms)

Vulnerability
to Soft-Error

Deadline
(ms)

t1 100 300 0.5 300
t2 140 400 0.6 400
t3 190 600 0.7 600
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A ¼ MTTF

MTTF þMTTR
; (18)

where MTTR is the mean time to repair [30]. For each core
that may suffer from both transient and permanent faults,
the availability of core Cj is computed as

AðCjÞ ¼ Min :

(
MTTFT ðCjÞ

MTTFT ðCjÞ þMTTRT ðCjÞ
;

MTTFP ðCjÞ
MTTFP ðCjÞ þMTTRP ðCjÞ

)
;

(19)

where MTTFT ðCjÞ is calculated using our formula given in
Eq. (16) and MTTFP ðCjÞ can be obtained using the LTR
modeling tool [26]. MTTRT ðCjÞ and MTTRP ðCjÞ are con-
stants once recovery techniques are determined. Maximiz-
ing the availability of core Cj then becomes

Max AðCjÞ ¼ Max Min :

(
MTTFT ðCjÞ

MTTFT ðCjÞ þMTTRT ðCjÞ
;

MTTFP ðCjÞ
MTTFP ðCjÞ þMTTRP ðCjÞ

)
:

(20)

Through a series of transformations (see the Appendix,
available in the online supplemental material), maximizing
the core availability AðCjÞ given in Eq. (19) is equivalent to
maximizing the core MTTF in the presence of permanent
and transient faults. The core MTTF is given by

MTTF ðCjÞ ¼ Min : f�j �MTTFT ðCjÞ;MTTFP ðCjÞg; (21)

where �j ¼ MTTRP ðCjÞ=MTTRT ðCjÞ. Accordingly, the
objective of maximizing the system availability is equivalent
to maximizing the system MTTF (denoted by MTTFsys) in
the presence of two faults, which is expressed as

Max MTTFsys ¼ Max MinjMTTF ðCjÞ; 8j ¼ 1; 2; . . . ;M: (22)

Clearly, we formulate the problem of maximizing MTTF
(and hence availability) for a multicore as a max-min opti-
mization problem, i.e., maximizing the minimum MTTF of
all cores. The max-min formulation is an approximation to

more precise but very complex ways to compute the MTTF
of a multicore system using the serial failure model (i.e., the
system fails if any one core fails), thus has been used fre-
quently in the literature. The error resulted by this approxi-
mation becomes larger if the MTTF of each core is closer to
one another and if the number of cores is larger. Otherwise,
the error would be small. Since we aim to improve overall
system MTTF especially when loads are quite different,
using the max-min approximation is acceptable.

In the above formulation (Eq. (22)) we adopt the serial
failure model. It is possible the system can tolerate some
core failures, e.g., through re-mapping tasks from the faulty
core to a spare core if the system has some spare cores (e.g.,
cores not turned on due to the dark-silicon concern [31]).
Our optimization framework may be extended to this
type of setups, but needs to significantly revise the assum-
ptions, architecture and failure models as well as consider
the timing overheads of task communication and migra-
tion. As for how to revise the models and assumptions as
well as how to use spare cores for enhancing system reli-
ability, it is not the focus of this paper and is a different
problem [20]. We leave the detailed discussion of this
aspect to future work.

Since the system may suffer from both transient and
permanent faults, we focus on handling the two faults
simultaneously and solving the problem of maximizing
system availability by improving SER and LTR. Specifi-
cally, the problem is described as follows. Given a task
set T to be executed periodically on the multicore sys-
tem C, design a strategy including (i) the allocation of N
tasks to M cores (ii) determining whether any tasks
should be replicated and (iii) the frequency that each
task should be executed at in each hyper-period, in order
to maximize system MTTF (and hence system availabil-
ity) while satisfying design constraints. Formally, we
intend to solve the following

Maximize MTTFsys ¼ Minj MTTF ðCjÞ; 8j ¼ 1; 2; . . . ;M;

Subject to fmin � fi � fmax; 8i ¼ 1; 2; . . . ; N;
(23)

wti=fi � di; 8i ¼ 1; 2; . . . ; N: (24)

Eq. (23) is introduced to bound the operating frequency of
tasks and Eq. (24) captures the real-time requirement that
each task needs to be finished before its deadline.

4.2 Overview of HAOF

We propose a hybrid availability optimization framework
(HAOF) that consists of an offline approach and an online
approach to improve the availability for real-time systems
running on multicores in the presence of both permanent
and transient faults. The offline approach solves the max-
min problem defined in Eqs. (22), (23), and (24) statically,
and the online approach dynamically tunes the task alloca-
tion and scheduling strategy obtained from the offline
approach to further increase system availability.

A high-level depiction of HAOF is given in Fig. 2. HAOF
operates as follows. In the first hyper-period, HAOF adopts
the task allocation and scheduling strategy generated by the
offline approach to execute tasks. The offline approach
improves the system availability by maximizing the

Fig. 2. Overview of HAOF.
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availability of individual cores separately. After executing
tasks on cores, the states (including wear, temperatures, and
frequency setups) of all cores can be derived. At the end of
the first as well as each subsequent hyper-period, HAOF
checks whether the availability of individual cores are bal-
anced. If the availability of all cores are balanced, indicating
that the current strategy can achieve the maximum system
availability since no one core would fail much earlier than
others, no adjustment is needed for the next hyper-period.
Otherwise, the current strategy needs an adjustment. HAOF
then utilizes the online approach, which improves the sys-
tem availability by balancing the availability of all cores, to
decide the strategy for the next hyper-period.

The two main components of HAOF, offline and online
approaches, are introduced in the following two sections.

5 OFFLINE STAGE

The offline stage aims to improve the availability of the entire
multicore system by maximizing the availability of individ-
ual cores independently. The approach builds on four reli-
ability-aware methods, which are designed for increasing
the availability of cores for different states. Since three of the
four reliability-aware methods are either simple to realize or
have been widely explored, most of the discussion will be on
the fourth method. This section introduces the details of our
offline approach and our concernedmethod.

5.1 Maximize the Availability of A Core

The key issue in our offline approach is how to maximize the
availability of a core. To solve the problem of maximizing
theMTTF (and hence availability) of a core (e.g., Cj), we need
to first determine MTTFT ðCjÞ and MTTFP ðCjÞ. Using our
proposed analytical method to calculate MTTFT ðCjÞ and the
system-level LTR modeling tool [26] to estimateMTTFP ðCjÞ,
this can be readily achieved. Depending on which reliability
dominates, different methods may be adopted accordingly
to maximize system availability. We group the relationship
between �j �MTTFT ðCjÞ and MTTFP ðCjÞ into four scenarios
when running task set T ðCjÞ under various core states (i.e.,
wear, temperature profiles, and frequency setups):

Scenario 1. �j �MTTFT ðCjÞ 	MTTFP ðCjÞ;
Scenario 2. �j �MTTFT ðCjÞ < MTTFP ðCjÞ;
Scenario 3. �j �MTTFT ðCjÞ > MTTFP ðCjÞ;
Scenario 4. �j �MTTFT 
MTTFP ðCjÞ.

Before discussing how to handle each of the four scenarios,
we first justify that all four scenarios indeed exist. We have
carried out several simulations to evaluate �j �MTTFT ðCjÞ
andMTTFP ðCjÞ for different benchmark programs, core wear
states, temperature profiles, and frequencies. Benchmark
tasks (representing automotive, network, office, security, tele-
communication, and consumer applications from MiBench

[32]) and ALPHA 21264 microprocessor [33] are used in the
simulations2. The results of �j �MTTFT ðCjÞ and MTTFP ðCjÞ
are summarized in Fig. 3, which clearly show that all four sce-
narios exist depending on the actual benchmarks. From the
above, it is clear that we compare the frequencies of perma-
nent faults and transient faults by including the factor �. For
better understanding, we give a simple example to sketch out
how the frequency of permanent faults can be comparable to
that of transient ones. If transient fault occurs twice a day
while permanent failure occurs once in two years, assuming
� is 1500 (within the range of ½1000; 10000�), then MTTFP ¼
2 year and � �MTTFT ¼ 1500� 0:5 day ¼ 2:05 year are com-
parable. Besides, there are actual systems (e.g., the brake-by-
wire system [35]) in which the rates of permanent and tran-
sient faults are indeed comparable.

The offline approach (OFA) is summarized inAlgorithm 1,
which is a combination of four reliability-aware methods
for handling the four different scenarios listed above. OFA
first generates an initial assignment to cores and the operat-
ing frequencies of tasks using an input heuristic such as those
in [7], [17], and adopts the EDF scheduling policy [29] to
schedule the tasks (line 1). Using the EDF scheduling policy,
an incoming job with the earliest deadline is executed first.
Note that in the following algorithms, checking the task
schedulabiliity under EDF is well known [36], [37], [38] and
hence omitted. Given the initial workloads and frequency set-
tings of cores, OFA then evaluates the MTTF of cores (line 3)
and invokes different reliability-aware methods to maximize
the availability of cores based on the different scenarios
(lines 4-13).

Specifically, for each core Cj, if MTTFP ðCjÞ is far greater
than �j �MTTFT ðCjÞ (scenario 1), the core’s availability is
dominated by �j �MTTFT ðCjÞ and Full Replication and
Speedup can be safely used to increaseMTTFT ðCjÞ (lines 5-6).
Full Replication and Speedup refers to the strategy that each
original task has a recovery task, and both original and recov-
ery task are executed at the maximum frequency. For this sce-
nario, other existing techniques such as [9], [39], [40] can be
used to increase MTTFT ðCjÞ. On the other hand, if �j�
MTTFT ðCjÞ is far greater than MTTFP ðCjÞ (scenario 4),
LTR-aware Strategy as in [11], [12], [13], [14] can be used
to maximize MTTFP ðCjÞ and hence improve core availabil-
ity (lines 10-11).

If MTTFP ðCjÞ is greater than �j �MTTFT ðCjÞ but not by
too much (scenario 2), when maximizing core availability,
the negative effect on LTR due to executing an increased

Fig. 3. � �MTTFT andMTTFP for 14 different sets of benchmark tasks.

2. The simulation results here are not meant to be comprehensive
but just to demonstrate that all four scenarios identified can occur. In
the simulation,MTTFT is calculated using Eq. (16), same as the example
given in Section 3. MTTFP is derived using the LTR modeling tool [26].
The detailed settings of this tool for ALPHA 21264 microprocessor can
be found in [34]. The value of � is set to 10.
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workload (caused by replication) at the maximum fre-
quency should be taken into account. Thus, we adopt Partial
Replication and Speedup to select a subset of tasks to have
recovery tasks and execute them at the maximum frequency
(lines 7-8). On the other hand, if �j �MTTFT ðCjÞ is greater
than MTTFP ðCjÞ but not by too much (scenario 3), DVFS-
based Strategy as in [22], [23] that reduce the operating tem-
perature for increasing MTTFP ðCjÞ and consider the nega-
tive effect of DVFS on SER can be applied to handle this
scenario (lines 12-13).

Algorithm 1. Offline Approach to Improve System
Availability

1 generate an initial task and frequency assignment by an
input heuristic (e.g., SER/LTR-aware schemes [7], [17])
and determine the task sequence using the EDF [29];

2 for j ¼ 1 toM do
3 calculateMTTFT ðCjÞ using Eq. (16) and deriveMTTFP ðCjÞ

using the tool [26] based onworkload T ðCjÞ and frequency
setupFðCjÞ;

4 if �j �MTTFT ðCjÞ < MTTFP ðCjÞ then
5 if �j �MTTFT ðCjÞ 	MTTFP ðCjÞ then
6 Full Replication and Speedup (scenario 1);
7 else
8 Partial Replication and Speedup (scenario 2);
9 else
10 if �j �MTTFT ðCjÞ 
MTTFP ðCjÞ then
11 LTR-aware Strategy (scenario 4);
12 else
13 DVFS-based Strategy (scenario 3);

From Algorithm 1, readers can easily find that our OFA,
which considers availability, actually compares MTTFP and
� �MTTFT . Thus the relative magnitude of MTTFP and
MTTFT are more important in determining which reliability
improvement approach should be used. Our OFA has con-
sidered all four possible scenarios which may occur in dif-
ferent application systems. Among the four approaches
used in OFA, Full Replication and Speedup is simple to
implement, DVFS-based Strategy and LTR-Aware Strategy
have been explored in the literature. Therefore, we focus on
discussing the Partial Replication and Speedup strategy for
scenario 2 in the rest of this section. Note that our proposed
analytical method for calculating the MTTF due to transient
faults is still applicable to the approaches designed for
other scenarios.

5.2 Partial Replication and Speedup

Replication and speed selection can be used to maximize
core MTTF (and hence availability) for the scenario
�j �MTTFT ðCjÞ < MTTFP ðCjÞ since it improves the SER
due to transient faults, and simultaneously limits the nega-
tive effect on hardware aging due to the execution of an
increased number of tasks. Some researchers [22], [41] have
investigated the impact of selective replication and partial
speedup on SER and LTR, and observed that the technique
is effective in balancing the two reliabilities. However, the
existing work does not have a specific task replication and
frequency selection strategy to maximize system availability
when considering both transient and permanent faults. In
this paper, we propose a Partial Replication and Speedup

(PRS) approach to maximize core availability for the sce-
nario �j �MTTFT ðCjÞ < MTTFP ðCjÞ.

Note that PRS only allows a task to have at most one
recovery or raise the task’s frequency to the maximum fre-
quency, which means that the solution space considered in
PRS is a subset of and smaller than the entire solution space
of the studied problem. It is possible to use existing optimi-
zation methods (e.g., genetic algorithm) to search the entire
solution space, similar to the approaches in [22], [42]. How-
ever, an offline information often deviates from actual infor-
mation such that spending a lot of time optimizing may not
be as beneficial. In addition, offline approach is generally
used to produce conservative solutions which could be fur-
ther improved online. In PRS, rather than slightly raise fre-
quency, we increase a task’s operating frequency to a core’s
maximum frequency (leading to the fastest aging speed). By
doing this, conservative solutions can be ensured by PRS.
As for why PRS does not replicate a task and raise its oper-
ating frequency simultaneously to increase SER, it’s because
either of the two operations by itself is already capable of
greatly improving the SER of the task.

5.2.1 Replication versus Speedup for a Single Task

Since the MTTF of core Cj is the minimum of�j �MTTFT ðCjÞ
and MTTFP ðCjÞ, the main idea of PRS is to maximize
MTTFT ðCjÞ when �j �MTTFT ðCjÞ is below MTTFP ðCjÞ. We
achieve this by iteratively making the best choice (replica-
tion or speedup) for each task in terms of improving SER.
For this approach to be effective, the key is to select the
“right” tasks to have a recovery task and the “right” tasks to
execute at the maximum frequency.

Let RSi be defined as

RSi ¼
1; if ti is selected to have a recovery task
0; if ti is selected to execute at frequency fmax

:

�

As described in Section 2.3, replicating a task can tolerate
one transient fault and hence improve SER, and increasing
task operating frequency leads to exponentially decreasing
transient fault rate and hence also improve SER. According
to Eqs. (1), (2), and (3), the SER increment of task ti achieved
by replication and speedup are given by DRr

i ¼ Rrep
i �Ri

and DRs
i ¼ Rijfi¼fmax �Ri, respectively. Since PRS needs to

decide the selection of tasks for replication or speedup, we
introduce a metric DRr�s

i to compare replication with
speedup with respect to improve SER, i.e.,

DRr�s
i ¼ DRr

i � DRs
i ¼ 2Ri �R2

i �Rijfi¼fmax : (25)

Clearly, DRr�s
i > 0 indicates replication is better for task ti

and DRr�s
i < 0 indicates speedup is better. Referring to

Eq. (2), we have that DRr�s
i is a function of task frequency

fi. Furthermore, it is a monotonically increasing function of
fi as stated in the following theorem. The proof of Theorem 2
can be found in the Appendix, available in the online
supplemental material.

Theorem 2. DRr�s
i as defined in Eq. (25) increases monotoni-

cally as fi increases.

According to Theorem 2, given a specific frequency fi for
task ti, DR

r�s
i must belong to one of the cases illustrated in
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Fig. 4. Note that fmin and fmax are given, fi is the operating
frequency of task ti, and f�i corresponds to the frequency
where DRr�s

i ðf�i Þ ¼ 0 and can be obtained by Eqs. (2) and
(25). The significance of Theorem 2 is that, after obtaining
DRr�s

i values for the four points, one can immediately
decide whether replication (RSi ¼ 1) or speedup (RSi ¼ 0)
should be chosen to maximize SER. We summarize the basic
steps needed to determine RSi for task ti in Algorithm 2.
The algorithm takes as inputs fi, fmin, fmax, and f�

i . It first
initializes the value of fi, then calculates the values of
DRr�s

i ðfminÞ and DRr�s
i ðfmaxÞ and compares the values of fi

and f�
i , and finally decides the value of RSi according to the

four cases illustrated in Fig. 4.

5.2.2 PRS Heuristic

Algorithm 2 decides whether a task should be replicated or
sped up in order to maximize SER. However, if each task is
replicated or sped up, LTR may be degraded. We now pres-
ent a heuristic to decide which task should be replicated/
sped up and which should be left alone so as to maximize
system availability when the system is in the concerned sce-
nario (�MTTFT < MTTFP ). At a high level, the heuristic
works as follows. It first uses Algorithm 2 to determine
whether replication or speedup should be applied to each
task. Based on the replication/speedup choice for each task
given byAlgorithm 2, it iteratively decideswhether the repli-
cation/speedup choice for a task should actually be adopted.
Some tasks may end up neither replicated nor sped up since
doing sowould lead to degraded system availability.

Algorithm 2. RSðfi; fmin; fmax; f
�
i Þ

1 fi ¼ f initi ;// f initi is derived by line 1 of Algorithm 1
if DRr�s

i ðfminÞ > 0 then

2 RSi ¼ 1; // DRr�s
i ðfiÞ > DRr�s

i ðfminÞ ) DRr
i > DRs

i

3 if DRr�s
i ðfmaxÞ < 0 then

4 RSi ¼ 0; // DRr�s
i ðfiÞ < DRr�s

i ðfmaxÞ ) DRr
i < DRs

i

5 if fi > f�
i && Rr�s

i ðf�i Þ ¼ 0 then

6 RSi ¼ 1; // DRr�s
i ðfiÞ > DRr�s

i ðf�
i Þ ) DRr

i > DRs
i

7 if fi < f�
i && Rr�s

i ðf�i Þ ¼ 0 then

8 RSi ¼ 0; // DRr�s
i ðfiÞ < DRr�s

i ðf�
i Þ ) DRr

i < DRs
i

Rather than blindly determining the increase/decrease in
MTTFT=MTTFP , our PRS judiciously controls the increase/
decrease in MTTFT=MTTFP to achieve a state in which
� �MTTFT and MTTFP are equal and the resultant core
MTTF is higher. The details of our heuristic PRS are given in
Algorithm 3. The algorithm takes as inputs the core work-
load T ðCjÞ and frequency setup FðCjÞ, the minimum/maxi-
mum frequency fmin=fmax, and a given constant�j capturing
the ratio ofMTTRP toMTTRT of core Cj. The algorithm starts
by determining the replication/speedup choice RSi for each

task ti using Algorithm 2 (lines 1-2). Temporary task set
T temp is used to store candidate tasks when deciding which
task’s replication and speedup choice should actually be
adopted. It keeps a copy of T ðCjÞ at first and will be updated
as each decision is made (line 3). The system’s current work-
load T cur is initialized to T ðCjÞ (i.e., no replication and using
initial frequency) (line 3). The algorithm then iteratively com-
pares the value of�j �MTTFT andMTTFP for the core’s cur-
rent workload. When the core is in the concerned scenario
(line 4), the algorithm first computes the increase in MTTF
for each candidate task ti 2 T temp if ti is replicated (lines 6-7)
or sped up (lines 8-9). The task that could lead to the maxi-
mum increase in MTTF is found (lines 10-13) and is allowed
to use its replication (lines 14-15) or speedup choice (lines 16-
17). The system’s current workload is then updated, and the
task is removed from T temp (line 18). Finally, when the core is
no longer in the concerned scenario, the algorithm returns
the achieved coreMTTF (line 19).

6 ONLINE STAGE

Intuitively, the MTTF of a multicore system is maximized
when the MTTF of individual cores are balanced, so no one
core fails much earlier than others. To this end, our online
stage aims to improve the system MTTF by balancing the
MTTF of all cores. The balanced MTTF is achieved by itera-
tively exploiting the core with the maximum MTTF, Cmax, to
increase the MTTF of the core with the minimum MTTF,
Cmin. This is because the system MTTF is determined by Cmin

and Cmax is most capable of increasing the MTTF of Cmin. The
improvement in MTTF of Cmin achieved by sacrificing the
MTTF of Cmax is realized by MTTF-aware task reassignment
or replication for the two cores. This section introduces our
online approach and MTTF-aware task reassignment/repli-
cation heuristics in detail.

Algorithm 3. PRSðT ðCjÞ;FðCjÞ; fmin; fmax;�j)

1 for i ¼ 1 to rj do
2 determine RSi by Algorithm 2;
3 T temp ¼ T ðCjÞ and T cur ¼ T ðCjÞ;
4 while �j �MTTFT ðT curÞ < MTTFP ðT curÞ do
5 for i ¼ 1 to sizeofðT tempÞ do
6 if RSi ¼ 1 then
7 D�j �MTTFT;i ¼ �j �MTTFT ðT cur þ tiÞ ��j �MTTFT ðT curÞ;
8 else
9 D�j �MTTFT;i ¼ �j �MTTFT ðT cur � ti þ tijfi¼fmaxÞ� �j�

MTTFT ðT curÞ;
10 if i ¼ 1 then
11 D�j �MTTFmax

T ¼ D�j �MTTFT;i and ‘ ¼ 1;
12 if D�j �MTTFT;i > D�j �MTTFmax

T then
13 D�j �MTTFmax

T ¼ D�j �MTTFT;i and ‘ ¼ i;
14 if Task deadline constraint holds for 8tj 2 T cur þ t‘ and

RS‘ ¼ 1 then
15 T cur ¼ T cur þ t‘;
16 else
17 T cur ¼ T cur � t‘ þ t‘jf‘¼fmax ;
18 T temp ¼ T temp � t‘;
19 returnMTTF ðT curÞ (i.e.,MTTF ðCjÞ) using Eq. (21);

6.1 Balance the Availability of Cores

The key challenge in our online approach is how to balance
the MTTF ofM cores. We tackle this challenge by iteratively

Fig. 4. An illustration of four cases of DRr�s
i values, where DRr�s

i > 0 for
(a) and (c) and DRr�s

i < 0 for (b) and (d).
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using the best core Cmax to improve the worst core Cmin in
terms of MTTF. To accomplish this MTTF tradeoff, we need
to first find the two cores that are respectively associated
with the maximum MTTF (represented by MTTFmax

core ) and
the minimum MTTF (represented by MTTFmin

core). The calcu-
lation ofMTTFmin

core andMTTFmax
core are

MTTFmin
core ¼ Min : fMTTF ðC1Þ; . . . ;MTTF ðCMÞg;

MTTFmax
core ¼ Max : fMTTF ðC1Þ; . . . ;MTTF ðCMÞg:

�
(26)

After identifying cores Cmin and Cmax, the online approach
performs MTTF-aware task reassignment or replication
operation for the two cores depending on which type of reli-
ability dominates the availability of Cmin. The pseudocode of
the online approach is described in Algorithm 4.

Algorithm 4. Online Approach to Improve System
Availability

1 for j ¼ 1 toM do
2 calculate core MTTF,MTTF ðCjÞ, using Eq. (21);
3 derive the minimum and maximumMTTF (i.e.,MTTFmin

core

andMTTFmax
core ) ofM cores using Eq. (26);

4 Pre ¼ 0 and Cur ¼ MTTFmin
core ;

5 whileMTTFmin
core < MTTFmax

core and Pre 6¼ Cur do

6 Pre ¼ MTTFmin
core ;

7 ifMTTFmin
core ¼ MTTFP ðCminÞ then

8 call LMF Reassign, as given in Algorithm 5;
// Largest-DMTTF -First (LMF) Reassignment

9 else
10 call LMF Replicate, as given in Algorithm 6;

// Largest-DMTTF -First (LMF) Replication
11 computeMTTF ðCminÞ andMTTF ðCmaxÞ using Eq. (21);

12 obtainMTTFmin
core andMTTFmax

core using Eq. (26);

13 update Cmin, Cmax, T ðCminÞ, T ðCmaxÞ, FðCminÞ, FðCmaxÞ;
14 Cur ¼ MTTFmin

core ;
15 returnMTTFsys ¼ Min : fMTTF ðC1Þ; . . . ;MTTF ðCMÞg;

Algorithm 4 first computes the MTTF of M cores using
Eq. (21) (lines 1-2). Then, it obtains the minimum MTTF
MTTFmin

core and maximum MTTF MTTFmax
core of M cores using

Eq. (26) (line 3). Variables Pre and Cur are used to test if the
MTTF of M cores are balanced, and are initialized to 0 and
Amin

core, respectively (line 4). If the MTTF of cores are not bal-
anced, the algorithm iteratively uses core Cmax to help
increase the MTTF of core Cmin (lines 5-14). In each iteration,
the algorithm checks which MTTF (i.e., MTTFP or MTTFT )
dominates theMTTF of core Cmin. If theMTTF of Cmin is deter-
mined by MTTFP ðCminÞ, indicating that LTR (measured by
MTTFP ) of the core needs to be improved for maximizing
MTTF, the assignments of tasks to Cmin and Cmax are adjusted
using LMF Reassign (Algorithm 5), to be discussed in
Section 6.2, which judiciously selects a task and moves the
selected task from core Cmin to core Cmax (lines 7-8). Among
all the tasks originally assigned to Cmin, the reassignment of
the selected task leads to the largest DMTTFP . If the MTTF of
Cmin is determined by MTTFT ðCminÞ, indicating that SER
(measured by MTTFT ) of the core needs to be improved for
maximizingMTTF, a task is selected from core Cmin and repli-
cated on core Cmax using LMF Replicate (Algorithm 6), to be
discussed in Section 6.2. Among all the tasks originally

assigned to core Cmin, the replication of the selected task leads
to the largestDMTTFT (lines 9-10).

Note that task reassignment and replication are both per-
formed under the deadline constraint. After task reassign-
ment or replication, the MTTF ðCminÞ and MTTF ðCmaxÞ are
calculated using Eq. (21). Then MTTFmin

core and MTTFmax
core can

be readily derived using Eq. (26) (lines 11-12). At the end of
each iteration, the algorithm updates Cmin, Cmax, T ðCminÞ,
T ðCmaxÞ, FðCminÞ, FðCmaxÞ accordingly, and sets Cur to
MTTFmin

core (lines 13-14). This process repeats until core Cmax

cannot be used to increase MTTF of core Cmin. When the ter-
minating condition is met, the algorithm returns the
improved system availability (line 15).

6.2 MTTF-Aware Task Reassignment and
Replication

We have designed the MTTF-aware task reassignment and
replication (i.e., LMF Reassign and LMF Replicate) in the
online approach to maximize the MTTF of core Cmin,
depending on which reliability dominates the availability of
the core. Specifically, if the MTTF of core Cmin is decided by
MTTFP ðCminÞ, LMF Reassign is activated to improve the
MTTFP of core Cmin; otherwise, LMF Replicate is activated
to improve the MTTFT of core Cmin. Both operations are per-
formed in the same manner, that is, iteratively selecting the
best task on Cmin in terms of increasing MTTF to reassign to
Cmax or replicate on Cmax. The pseudocodes of these two pro-
cedures are described in Algorithms. 5 and 6, respectively.

Algorithm 5 uses temporary task set T temp to store candi-
date tasks when deciding which task should be selected for
reassignment to improve the LTR of core Cmin. T temp keeps a
copy of T min at first (line 1) where T min is the set of tasks on
core Cmin, and will be updated as each selection is made
(line 12). The algorithm then iteratively compares the value
of MTTF ðCminÞ and MTTF ðCmaxÞ. If core Cmax can be used to
help core Cmin, i.e., MTTF ðCminÞ < MTTF ðCmaxÞ, the algo-
rithm first computes the increase in MTTFP for each candi-
date task ti 2 T temp if ti is moved from core Cmin to core Cmax

(lines 2-4). The task that could lead to the maximum
increase in MTTFP is identified (lines 5-8) and allowed to be
reassigned if the deadlines of the tasks on core Cmax can all
be met (line 9). Subsequently, the task set of cores Cmin and
Cmax and their frequency setups Fmin and Fmax are updated
(line 10). The new MTTF of both cores after task reassign-
ment is calculated using Eq. (21) (line 11). Finally, if no cores
can be used to help core Cmin, i.e., the set of tasks on core Cmin

is empty or the availability of all cores are balanced, the
algorithm exits (lines 13-14).

Algorithm 6 has the similar workflow as Algorithm 5. A
temporary set T temp is also used to store candidate tasks
when deciding which task should be selected for replication
to improve the SER of core Cmin. It is initialized to T min

(line 1) and will be updated as each selection is made
(line 13). Algorithm 6 also iteratively compares the value of
MTTF ðCminÞ and MTTF ðCmaxÞ. If core Cmax can be used to
help core Cmin, i.e., MTTF ðCminÞ < MTTF ðCmaxÞ, the algo-
rithm first computes the increase in MTTFT for each candi-
date task ti 2 T temp if ti is replicated on core Cmax (lines 2-5).
The task leading to the maximum increase in MTTFT is
identified (lines 6-9) and is allowed to be replicated if dead-
lines are satisfied (line 10). The task set of cores Cmin and
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Cmax and their frequency setups Fmin and Fmax are then
updated (line 11). The new MTTF of both cores after task
replication can be derived using Eq. (21) (line 12). Finally,
the algorithm exits when no cores are available to help core
Cmin (lines 14-15).

Algorithm 5. LMF ReassignðT ; C;FÞ
1 T temp ¼ T min;
2 whileMTTF ðCminÞ < MTTF ðCmaxÞ do
3 for i ¼ 1 to sizeðT tempÞ do
4 DMTTFP ðtiÞ ¼ MTTFP ðT min � ti; Cmin;Fmin � fiÞ �MTTFP

ðT min; Cmin;FminÞ;
5 if i ¼ 1 then
6 DMTTFmax

P ¼ DMTTFP ðtiÞ, i ¼ 1;

7 if DMTTFP ðtiÞ > DMTTFmax
P then

8 DMTTFmax
P ¼ DMTTFP ðtiÞ, i ¼ i;

9 if Task deadline constraint holds for 8tj 2 T max þ ti then
10 T min ¼ T min � ti, T max ¼ T max þ ti, Fmin ¼ Fmin � fi,

Fmax ¼ Fmax þ fi;

11 calculateMTTF ðCminÞ andMTTF ðCmaxÞ by Eq. (21);
12 T temp ¼ T temp � ti;
13 if T temp ¼ ; then
14 break;

Algorithm 6. LMF ReplicateðT ; C;FÞ
1 T temp ¼ T min;

2 whileMTTF ðCminÞ < MTTF ðCmaxÞ do
3 for i ¼ 1 to sizeðT tempÞ do
4 calculate Ri and Rrep

i using Eqs. (2) and (3), respectively;
5 DMTTFT ðtiÞ ¼ MTTFT ðT min; Cmin;FminÞjRðtiÞ¼R

rep
i

�MTTFT

ðT min; Cmin;FminÞjRðtiÞ¼Ri
;

6 if i ¼ 1 then
7 DMTTFmax

T ¼ DMTTFT ðtiÞ, i ¼ 1;

8 if DMTTFT ðtiÞ > DMTTFmax
T then

9 DMTTFmax
T ¼ DMTTFT ðtiÞ, i ¼ i;

10 if Task deadline constraint holds for 8tj 2 T max þ ti then
11 Ri ¼ Rrep

i , T max ¼ T max þ ti, Fmax ¼ Fmax þ fi;

12 calculateMTTF ðCminÞ andMTTF ðCmaxÞ using Eq. (21);
13 T temp ¼ T temp � ti;
14 if T temp ¼ ; then
15 break;

7 EVALUATION

We validate the efficacy of HAOF through two sets of experi-
ments. The first set of experiments is implemented on a real-
world hardware platform using benchmark tasks while the
second set of experiments is conducted in a simulation envi-
ronment using synthetic tasks. In the two sets of experi-
ments, we use the MTTF improvements to demonstrate the
effectiveness of HAOF in increasing availability. This is
because that maximizing system availability is equivalent to
maximizing system MTTF in the presence of both transient
and permanent faults, as discussed in Section 4.1.

In the first set of experiments, we use a heterogenousmulti-
core, Nvidia’s Jetson Tegra X2 (TX2) board [43], as the hard-
ware platform. The TX2 board belongs to the so-called
performance-heterogeneous MPSoC where cores have the
same functionality (i.e., same instruction set architecture (ISA))

but different power-performance characteristics. Thus the
MPSoC of the TX2 board actually can meet the homogeneity
requirement considered in our framework as tasks do have the
same number of execution cycles on both types of cores. The
major difference between a strictly homogeneous MPSoC and
a performance-heterogeneous MPSoC is the power-perfor-
mance characteristics. For example, increasing the supply volt-
age by the same amount on different cores results in the same
rise of power consumption, but results in different power con-
sumption changes for performance-heterogeneous cores.

In HAOF, core power consumption impacts MTTFP since
the LTR modeling tool [26] needs the temperature profiles of
cores, which are calculated by HotSpot [44] based on the core
power consumption. The power consumption of a core is cal-
culated as a function of core frequency and utilization. Thus,
the calculation of power consumptions of cores on the board
are independent and the heterogeneous power-performance
characteristics of TX2 has no impact on the deployment of
HAOF in the experiments. Note that we do not use the GPU
but only use the CPUs of the board in the experiment. As dis-
cussed above, we can conclude that our validation of HAOF
on TX2 is sound. To further validate the performance of
HAOF, we also use simulated homogeneous MPSoCs in the
second set of experiments. The details of the two sets of experi-
ments are presented in Sections 7.1 and 7.2, respectively.

7.1 Experiments on the Tegra Chip

This section first describes the hardware, benchmark tasks,
parameter settings, and the existing approaches used for
comparison in our experiments on the Tegra chip, then ana-
lyzes the experimental results in detail.

7.1.1 Experimental Setup

We select the Nvidia’s Jetson TX2 board [43] that targets at
edge computing such as robotics and medical devices as the
hardware platform. This TX2 board contains two Den-
ver [45] cores and four ARM Cortex-A57 cores. All these
cores can be active simultaneously, but all Denver (ARM)
cores must work at the same voltage and frequency. Except
for the primary ARM core, core 0, all cores can be powered
on and off dynamically. TX2 is shipped with an operating
system based on Ubuntu 16.04 LTS and is capable of execut-
ing some widely used benchmarks. However, the operating
system must be executed at core 0. We also implement our
framework and execute it on core 0. Since all Denver (ARM)
cores must work at the same voltage and frequency, we
only activate one Denver core and one ARM core to execute
tasks and power off other cores, and the activated Denver
core and ARM core can run at their own core frequencies.
As a low-power chip, both Denver cores and ARM cores
support multiple frequencies. In our experiments, we set
the regular core frequency to 1.11 GHz and the core fre-
quency for full-speed execution is 2.04 GHz. Thermal sen-
sors are deployed to sample temperatures of the CPU, GPU,
and other components. Since the default interface only pro-
vides one CPU temperature for all CPU cores, we assume
Denver cores and ARM cores have the same temperature.

For the operating system configuration, we use the
“userspace” governor mode instead of the “tegraquiet” gov-
ernor mode provided by Nvidia to dynamically power on
and off cores and scale core frequencies based on their
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workloads. With this implementation, the operating system
does not automatically migrate tasks between cores, scale
core frequencies, and power on and off cores. Therefore,
dynamic resource management is achieved with our heuris-
tic algorithms and would not be impacted by default strate-
gies in the operating system. Note that we do not inject
software errors in TX2 and we do not measure MTTFT on
the board directly. Instead, we use our new analytical
method to estimate MTTFT based on the execution of tasks
on the board. This approach to estimating MTTFT is accept-
able since (i) the validity of the expression has been justified
in Theorem 1 and (ii) all different resource management
methods use the sameMTTFT evaluation formula.

We choose ten representative tasks from MiBench bench-
mark suites [32] (see Table 2). We measure the execution
times of these tasks on TX2’s Denver and ARM cores at
2.04 GHz. Based on the execution times, we map the tasks to
ARM core or Denver core to balance the workload between
cores. For different real-time requirements, we assume tasks’
deadlines and periods are in the ranges of 500 ms–600 ms,
600 ms–700 ms, 700 ms–800 ms, and 800 ms–900 ms. More-
over, to consider the characteristic of task periods, facilitate
the implementation of fault tolerance mechanisms, and con-
trol the runtime of the proposed scheme and comparative
schemes, we jealously choose the periods of tasks under
these limited time bounds.

Taking the temperatures (simulated offline by the ther-
mal modeling tool HotSpot [44] and measured online by the
thermal sensor on the TX2 board) as input and considering
the four failure mechanisms (i.e., EM, TDDB, SM, and TC),
the system-level LTR modeling tool [26] is used to derive
the MTTF due to permanent faults, MTTFP . During the cal-
culation of MTTFP , default settings are used for the
tool [26]. The MTTF due to transient faults MTTFT and the
core MTTF in the presence of permanent and transient
faultsMTTF ðCjÞ are calculated using formulas Eqs. (16) and
(21), respectively. For the calculation of MTTFT , we use the
parameter values �0 ¼ 1:0� 10�6 and a ¼ 3 [15].

If a permanent failure is repaired by replacing the faulty
chip, MTTRP could be minutes or hours if all the mainte-
nance management systems are in place [46], [47]. If a chip
has some spare cores (e.g., cores not turned on due to the
dark-silicon concern [31]), a permanent fault can be repaired
by re-mapping tasks from the faulty core to the spare cores.
Compared to the time cost of chip replacement, the time
cost of task re-mapping would be much lower and hence

MTTRP could be on the order of micro seconds [48]. Tran-
sient faults are tolerated by executing the replication of
faulty tasks. Thus, MTTRT is the same as the task execution
time which is typically in the order of micro seconds (see
Table 2). Clearly, MTTRP could be several orders of magni-
tudes larger than MTTRT in the case of replacing the faulty
chip. To include all the above mentioned cases, we empiri-
cally set the MTTR ratio � ¼ MTTRP=MTTRT to 10, 100,
1000, and 10000. Note that we do not focus on developing
recovery methods and we only mention these recovery
methods for the purpose of quantifying MTTR.

To examine the effectiveness of HAOF in increasing
MTTF (and hence availability), we compare HAOF with the
following algorithms under a given initial task and fre-
quency assignment [7]: our offline approach (denoted by
OFA), Random Algorithm (RA) where replication or
speedup is randomly assigned to tasks, Full Speed Algo-
rithm (FSA) where every task is executed at the maximum
frequency, and Full Replication Algorithm (FRA) where
every task has a recovery task. For fair comparison, the
same settings are adopted for all the algorithms. In addition
to the comparison, we also measure the runtime overhead
of HAOF executing benchmark tasks.

7.1.2 Experimental Results

Fig. 5 shows the MTTF (day) of Denver and ARM cores on
the Jetson TX2 board achieved by algorithms HAOF, OFA,
RA, FSA, and FRA when executing benchmark tasks with
different periods under a given initial task and frequency
assignment [7]. In this set of experiments, we randomly set
the periods of tasks in the range of [500 ms, 600 ms],
[600 ms, 700 ms], [700 ms, 800 ms], or [800 ms, 900 ms]. We
set the MTTR ratio � to 10, 100, 1000, and 10000. The experi-
mental results clearly show that our approach HAOF
always results in larger MTTF improvements of Denver and
ARM cores compared to RA, FSA, and FRA.

When the task periods are in the range of [500 ms,
600 ms], the core MTTFs achieved by HAOF are 4.15 times,
4.54 times, 4.38 times, and 4.27 times higher than that of
OFA, RA, FSA, and FRA on average, respectively. When the
task periods are in the range of [600 ms, 700 ms], the core
MTTFs achieved by HAOF are 4.04 times, 4.39 times, 4.23
times, and 5.40 times higher than that of OFA, RA, FSA, and
FRA on average, respectively. When the task periods are in
the range of [700 ms, 800 ms], the core MTTFs achieved by
HAOF are 4.02 times, 4.43 times, 4.25 times, 5.51 times
higher than that of OFA, RA, FSA, and FRA on average,
respectively. When the task periods are in the range of
[800 ms, 900 ms], the core MTTFs achieved by HAOF are
6.64 times, 9.17 times, 9.01 times, and 5.16 times higher than
that of OFA, RA, FSA, and FRA on average, respectively.

As compared to OFA, RA, FSA, and FRA, the higher
MTTF of cores achieved by HAOF comes from HAOF’s bet-
ter tradeoff between SER and LTR and hence leads to over-
all high system reliability. High MTTF of individual cores
does not necessarily guarantee high system MTTF since sys-
tem MTTF is determined by the minimum MTTF of all
cores. Unlike OFA, RA, FSA, and FRA, HAOF uses an
online approach to balance the MTTF of Denver and ARM
cores, thereby achieving a higher system MTTF. Let
MTTFsys;1, MTTFsys;2, MTTFsys;3, MTTFsys;4, and MTTFsys;5

TABLE 2
Execution Time (ms) of Ten Benchmark Tasks

Benchmark Execution Time Execution Time Mapping

Task on ARM Core on Denver Core to

crc 75 30 ARM
dijkstra 64 47 Denver
jpeg 33 24 ARM
qsort 69 49 Denver
stringsearch 3 2 Denver
susan 78 52 ARM
blowfish 55 26 Denver
patricia 16 12 Denver
bitcount 210 124 Denver
sha 72 40 ARM
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denote the system MTTF of Denver and ARM cores
achieved by HAOF, OFA, RA, FSA, and FRA, respectively.

Then, I 1;2 ¼
MTTFsys;1�MTTFsys;2

MTTFsys;2
, I 1;3 ¼

MTTFsys;1�MTTFsys;3
MTTFsys;3

,

I 1;4 ¼
MTTFsys;1�MTTFsys;4

MTTFsys;4
, and I1;5 ¼

MTTFsys;1�MTTFsys;5
MTTFsys;5

denote

the system MTTF improvement achieved by HAOF over
OFA, RA, FSA, and FRA, respectively.

Table 3 lists the average system MTTF improvements (�)
achieved by HAOF over OFA, RA, FSA, and FRA. The sys-
tem MTTF is calculated as the minimum of the MTTFs of
Denver and ARM cores. For each task period range, the
improvements are averaged over four MTTR ratios (i.e.,
� ¼ 10; 100; 1000; 10000). As demonstrated in the table, the
improvements are all positive and hence the system MTTF
achieved by HAOF is the highest among the five methods,
regardless of which task period range and MTTR ratio are
adopted. For example, in the case that task periods are in
the range of [800 ms, 900 ms], the average system MTTF
improvements achieved by HAOF over OFA, RA, FSA, and
FRA are about 4.72 times, 6.80 times, 6.73 times, and 5.35
times, respectively.

To investigate the impact of hyper-period length on the
time overhead of HAOF, we measure the CPU runtime of
HAOF executing benchmark tasks with varying hyper-peri-
ods on the Jetson TX2 board. Table 4 summarizes the col-
lected data. In this experiment, the MTTR ratio � is set to 10.
As can be seen in the table, the runtime overhead of HAOF is
negligible (i.e., 0.001s) when the hyper-period length is small
(i.e., 1s). However, with the increase of hyper-period length,
the runtime overhead of HAOF becomes non-negligible and
even unacceptable as compared to the time duration between

Fig. 5. The MTTF (day) of Denver and ARM cores on the Jetson TX2 board when executing benchmark tasks with different periods using schemes
HAOF, OFA, RA, FSA, and FRA, where � ¼ 10 for (a), (e), (i), (m), � ¼ 100 for (b), (f), (j), (n), � ¼ 1000 for (c), (g), (k), (o), and � ¼ 10000 for
(d), (h), (l), (p).

TABLE 3
Average System MTTF Improvements (�) Achieved by

HAOF over OFA, RA, FSA, and FRA

I1;2 I1;3 I1;4 I1;5
Benchmarks

(�) (�) (�) (�)

Task Periods: 500-600ms 3.90 4.34 4.05 3.45
Task Periods: 600-700ms 3.85 4.18 3.90 5.56
Task Periods: 700-800ms 3.77 4.26 3.91 5.58
Task Periods: 800-900ms 4.72 6.80 6.73 5.35
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two consecutive invocation of HAOF. For example, when the
hyper-period length is 10000s, the runtime overhead of
HAOF can be up to 5.152s.

7.2 Simulation-Based Experiments

Readers can observe the restrictions of conducting experi-
ments on the TX2 board that (i) all Denver (ARM) cores must
work at the same voltage and frequency, thus we can only
select two cores (one Denver core and one ARM core) to let
them run at their own frequencies, and (ii) the default inter-
face of the board only provides one CPU temperature for all
CPU cores, thus we need to assume Denver and ARM cores
have the same temperature. To fully validate our framework,
we also conduct extensive simulations that remove the afore-
mentioned restrictions. The setups and results of simulation-
based experiments are described below.

7.2.1 Simulation Setup

The simulations are implemented in C++ and run on a desk-
top PC equippedwith a 3.3 GHz Intel Core i5 CPU and 16 GB

RAM. Similar to [49], we perform the simulations using 3
MPSoC systems which consist of 2, 4, and 8 homogeneous
cores, respectively. Themodel of these homogeneous cores is
built by extracting the parameters from the ARM Cortex A8
core [50]. That is, the base supply voltage/frequency of each
core is assumed to be 1.2V/1.5 GHz. For dynamic voltage/
frequency scaling, five different frequency values between
0.8 GHz to 1.5 GHz are used. We develop a task generator
that produces synthetic tasks according to the characteristics
of benchmarks from the Embedded System Synthesis Bench-
mark Suite [51]. Three synthetic task sets, represented by T 1,
T 2, T 3, are constructed in thisway. The three task sets consist
of 10, 20, 40 tasks and are executed on the three simulated
MPSoC systems, respectively.

In the simulation based experiments, we obtain the tem-
perature profile using HotSpot [44] and derive the MTTF
due to permanent faults, MTTFP , using the LTR modeling
tool [26]. HotSpot takes the processor floorplan and power
traces as inputs. We adopt the default floorplan of the ARM
Cortex A8 core with 1� 2, 2� 2, and 2� 4 core arrange-
ments. The thermal resistance and capacitance of Cortex A8
core are set to 1:83C=W and 112.2mJ=C [52], respectively.
The core power traces are derived using the calculation
method proposed in [7]. The method models the power of a
core as a function of the core’s frequency and utilization,
i.e., Powðf; UÞ ¼ PowactðfÞ � U þ PowothðfÞ, where PowactðfÞ
is the core’s active power at frequency f and PowothðfÞ is
the core’s power that is independent of core utilization U
but related to core frequency f [7]. The efficacy of this
power model has been validated in [7]. Simulation results
show that the power model leads to only about 1 percent

TABLE 4
The Runtime Overhead of HAOF Executing Benchmark

Tasks with Varying Hyper-Periods

Length of Hyper-period (s) Runtime Overhead (s)

10000 5.152
1000 1.160
100 0.026
10 0.005
1 0.001

Fig. 6. The system MTTF (year) of simulated MPSoCs when executing synthetic tasks with varying periods using schemes HAOF, OFA, RA, FSA,
and FRA.
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average error and less than 2 percent maximum error in
MTTFP [7]. Using the floorplan and power consumption
profiles as inputs, HotSpot computes the core temperatures
based on the lumped RC thermal model. The RC model is a
practical model to estimate the temperature of processors.
In this model, the temperature is formulated as a function
of core’s power consumption, thermal resistance and capac-
itance, and ambient temperature [53]. The RC model and
the tool HotSpot have been widely adopted in literature
(e.g., [5], [18], [52], [54], [55], [56]). For more details of the
RC model and HotSpot, readers can refer to [44], [53]. Tak-
ing the core temperature profiles generated by HotSpot as
input and using the default parameters, we obtain the
MTTFP results by the LTR modeling tool [26]. We adopt the
parameter values �0 ¼ 1:0� 10�8 and a ¼ 3 [15] for the cal-
culation of MTTFT and set � ¼ MTTRP=MTTRT to 10 for
the calculation of core MTTF. The task vulnerability r takes
the value in the range of (0,1] at random as in [42].

Two simulation based experiments are carried out to val-
idate our framework. First, to verify the effectiveness of
HAOF in improving system MTTF (and hence availability),
we compare HAOF with our offline approach OFA and
peer algorithms RA, FSA, FRA under a given initial task
and frequency assignment [7] and a given MTTR ratio (i.e.,
� ¼ MTTRP=MTTRT ¼ 10). To explore the impact of initial
task and frequency assignment on HAOF, we compare
HAOF with OFA, RA, FSA, and FRA under different initial
assignments: Computing-Performance-Aware Task and
Frequency Assignment (CTFA) [54], Power-Aware Task
and Frequency Assignment (PTFA) [57], and Reliability-
Driven Task and Frequency Assignment (RTFA) [22].

7.2.2 Simulation Results

Fig. 6 shows the MTTF of three simulated MPSoC systems
when executing synthetic tasks with varying periods using
schemesHAOF, OFA, RA, FSA, and FRA. Clearly, the results
indicate that no matter which MPSoC and task period range
are adopted, HAOF always outperform OFA, RA, FSA, and
FRA in terms of improving system MTTF. For example, in
the case of tasks with periods in the range of [600 ms, 700 ms]
executing on the 8-core system, the system MTTF achieved
byHAOF is 51.4, 106.3, 85.4, and 90.8 percent higher that that
of OFA, RA, FSA, and FRA, respectively.

Fig. 7 presents the MTTF of 4-core system achieved by
HAOF, OFA, RA, FSA, and FRA when executing tasks with
a fixed period range [600 ms, 700 ms] but with different ini-
tial task and frequency assignments including CTFA [54],
PTFA [57], and RTFA [22]. It is easy to observe from the
figure that regardless of which initial task and frequency

assignment is adopted, HAOF always achieves the highest
system MTTF. For example, in the case of adopting CTFA
[57], HAOF outperforms OFA, RA, FSA, and FRA by 51.1,
102.4, 80.9, and 77.1 percent, respectively. The results dem-
onstrate that the efficacy of HAOF in improving system
MTTF (and hence availability) is independent of the initial
task and frequency assignment. Similar results and the
same conclusion can be derived for other cases of task peri-
ods and simulated multi-cores, and thus are omitted.

8 CONCLUSION

This paper addresses the reliability concern of real-time
embedded systems considering both permanent and tran-
sient faults. We introduce a novel analytical approach to cal-
culate the MTTF due to transient faults, and formulate a
max-min problem to optimize the availability of multicore
real-time systems. We propose a hybrid framework that
consists of an offline stage and an online stage to solve the
problem. A task replication and frequency selection strategy
is designed for offline use and two task reassignment/repli-
cation strategies are developed for online use. These strate-
gies are used to increase the mean time to first failure and
hence prolong system availability. We conduct extensive
experiments with benchmarks on a hardware platform and
synthetic tasks in a simulation environment. The results
demonstrate that, with a variety of setups, our framework is
effective in improving the MTTF (and hence availability) of
multicore systems compared to representative methods.
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