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Abstract
The robustness of neural networks can be quantitatively indicated by a lower bound within which any perturbation does not alter the original input’s classification result. A certified lower bound is also a criterion to evaluate the performance of robustness verification approaches. In this paper, we present a tighter linear approximation approach for the robustness verification of Convolutional Neural Networks (CNNs). By the tighter approximation, we can tighten the robustness verification of CNNs, i.e., proving they are robust within a larger perturbation distance. Furthermore, our approach is applicable to general sigmoid-like activation functions. We implement DeepCert, the resulting verification toolkit. We evaluate it with open-source benchmarks, including LeNet and the models trained on MNIST and CIFAR. Experimental results show that DeepCert outperforms other state-of-the-art robustness verification tools with at most 286.28% improvement to the certified lower bound and 1566.76 times speedup for the same neural networks.

Introduction
Robustness is becoming crucial to neural networks with the successful application of deep learning to safety-critical domains such as self-driving (Gopinath et al. 2018) and access control by face and voiceprint recognition (Goswami et al. 2018; Shen et al. 2018). AI systems powered by non-robust neural networks are vulnerable and fragile to the perturbation from the environment and adversarial attack (Moosavi-Dezfooli, Fawzi, and Frossard 2016; Fawzi et al. 2017). Therefore, the robustness must be certified before a neural network is deployed (Balunovic et al. 2019).

Formal methods, which have been proved successful in verifying traditional software and hardware (Woodcock et al. 2009), also show its capability to verify the robustness of neural networks (Huang et al. 2017; Katz et al. 2017). A comprehensive survey on robustness verification using formal methods can be found in Huang et al. (2020). Most existing robustness verification approaches fall into two classes. One is to check whether a given neural network is robust or not with respect to a concrete input and a perturbation distance. An adversarial example is usually generated as a witness in the non-robustness case. The other is to compute a lower bound for a neural network and an input. All the perturbed inputs around the original input within the computed lower bound have the same classification result as the original input. A certified lower bound quantitatively describes the robustness of a neural network.

Computing a certified lower bound for neural networks is a computationally expensive task, e.g., NP-complete even for ReLU-based networks (Katz et al. 2017). Thus, acceleration techniques based on approximation or abstraction are necessary to achieve scalability (Singh et al. 2019b; Wan et al. 2020). There is a trade-off between the precise of computed lower bound and the scalability (Wong et al. 2018). In general, the tighter an approximation is, the more precise lower bound it can compute while consuming more resources, i.e., time and memory (Lyu et al. 2020). Therefore, besides efficiency, certified lower bound is also a criterion to evaluate robustness verification approaches’ performances.

This paper proposes a fine-grained linear approximation approach to the robustness verification of Convolutional Neural Networks (CNNs). The essence of linear approximation is to determine an upper-bound linear constraint and a lower-bound linear constraint to approximate a non-linear function $f(x)$ between an interval $[l, u]$. In our approach, to achieve a tighter approximation, we calculate the slopes of the two linear constraints according to the value of $l, u$, and the property of $f(x)$ between $[l, u]$, such as convexity and monotonicity of derivatives. Another advantage of our approach is that its computational complexity is constant time, and consequently the scalability of overall verification only depends on LP solving. By the tighter approximation, we can tighten the robustness verification of CNNs by proving neural networks are robust within a greater lower bound of perturbation. Furthermore, the approximation approach is general and applicable to sigmoid-like activation functions.

We implement the fine-grained approximation approach atop the state-of-the-art robustness verification framework CNN-Cert (Boopathy et al. 2019). We call this extended version DeepCert. We evaluate it with open-source benchmarks including LeNet models (LeCun et al. 1998) and neural networks trained on MNIST and CIFAR datasets. Experimental results show that DeepCert outperforms relevant tools such as CNN-Cert, CROWN (Zhang et al. 2018) and its extended version FROWN (Lyu et al. 2020) with 28.35%, 286.28%, 252.82% improvement to the certified lower bound, respec-
tively. Meanwhile, DeepCerr has better scalability with up to 1.17, 3.66 and 1566.76 times speedup compared with CNN-Cert, CROWN, and FROWN, respectively.

In summary, this work follows the previous sequel of robustness verification approaches based on linear approximations and makes the following two major contributions:

1. A fine-grained linear approximation approach for computing a larger robust lower bound of CNNs with general activation functions.

2. A verification toolkit DeepCert which outperforms the state-of-the-art tools with at most 286% improvement to the certified lower bound and 1568 times speedup.

Related Work. There have been many efforts made towards the robustness verification of neural networks. Most are focused on ReLU-based fully-connected neural networks for the simplicity of network architecture and the piece-wise linearity of the ReLU activation function (Liu et al. 2019). It can be equivalently reduced to a mixed integer linear programming (MILP) problem (Tjeng et al. 2019), an satisfiability modulo theory (SMT) based problem (Katz et al. 2017), and some other abstracted models for better scalability (Weng et al. 2018; Botoeva et al. 2020).

There is some recent work on the verification of more complex networks such as CNN and those that contain more complex activation functions such as Sigmoid, Tanh, and Atan. The pioneering work (Szegedy et al. 2014) first proposed an approximation-based approach to generate adversarial examples for neural networks with general activation functions. CROWN (Zhang et al. 2018) is the first framework for efficiently certifying non-trivial robustness for general activation functions in neural networks. Recently, CROWN is extended to FROWN with a tighter approximation approach to compute a larger certified lower bound (Lyu et al. 2020). However, both the two tools are limited to fully-connected neural networks. CNN-Cert (Boopathy et al. 2019) is one of the state-of-the-art robustness verification frameworks which support both CNNs and non-ReLU activation functions. CNN-Cert’s basic idea is to compute a certified lower bound by linear bounding techniques separately on the non-linear operations in neural networks.

Besides approximation, there are some other techniques employed for the robustness verification problem of general neural networks. For instance, the approaches (Mirman, Gehr, and Vechev 2018; Gehr et al. 2018; Singh et al. 2019a) based on abstract interpretation (Cousot 1996) are proposed by transforming neural networks into abstract domains that can be efficiently solved. Another approach uses the Lipschitz continuity feature of neural networks to analyze their reachability properties, including safety and robustness (Ruan, Huang, and Kwiatkowska 2018).

Notations. Let $\Phi$ denote an $m$-layer convolutional neural network. Its output of an input example $x_0$ is vector $\Phi(x_0)$. We want to certify the robustness of $\Phi$ near a selected input example $x_0$. Then, we use $\Phi(x)$ to represent the output of layer $t$, where $\Phi(x) = x, \Phi^{m}(x) = \Phi(x)$. In fully-connected layers, $\Phi(x)$ is a vector; while in convolutional layers it is a tensor, which can be regarded as an array of matrices. We use $\sigma$ to indicate the activation function used by $\Phi$. $W^t$ to indicate the connection weight (Weights) from layer $t - 1$ to layer $t$, and $b^t$ to indicate the bias of layer $t$. Both $W^t$ and $b^t$ are matrices in fully-connected layers, while in convolutional layers they are tensors.

Notate that if layer $t$ is a fully connected layer or a convolutional layer with an activation function, then $\Phi(x)$ represents the output before the activation function is processed. It means that when layer $t$ is a fully connected layer, then $\Phi(x) = W^t \sigma(\Phi^{t-1}(x)) + b^t$; when layer $t$ is a convolutional layer, then $\Phi(x) = W^t \sigma(\Phi^{t-1}(x)) + b^t$.

Let $\mathbb{B}_p(x_0, \epsilon)$ be an $\epsilon$-bounded $\ell_p$ norm-ball, which is the set of all the vectors $x$ such that $|x - x_0|_p \leq \epsilon$.

Definition 1 (Minimum adversarial distortion) The minimum adversarial distortion $\epsilon_{min}$ of a neural network $\Phi$ w.r.t. an input $x_0$ and $\ell_p$ norm-ball is the smallest perturbation $\|\delta\|_p$ such that argmax, $\Phi(x_0) \neq \Phi(x_0 + \delta)$.

Apparently, for any $\epsilon \leq \epsilon_{min}$, all the inputs in $\mathbb{B}_p(x_0, \epsilon)$ are predicted by $\Phi$ to the same class as $x_0$ is. Computing $\epsilon_{min}$ is essentially an optimization problem, which is computationally expensive, e.g., NP-Complete even for the simple fully-connected ReLU-based neural networks (Katz et al. 2017). Therefore, it is more practical to compute a bound lower than $\epsilon_{min}$ and prove that all the inputs in the bounded norm-ball are classified to the same result as $x_0$ is.

Definition 2 (Certified lower bound) $\epsilon_{cert}$ is called a certified lower bound of a neural network $\Phi$ w.r.t. an input $x_0$ and $\ell_p$ norm-ball if argmax, $\Phi(x) = \Phi(x_0)$ for all $x$ in $\mathbb{B}_p(x_0, \epsilon_{cert})$.

There are basically two ways of computing a non-trivial certified lower bound. One is to compute directly by reducing it to an optimization problem, which is a dual problem of computing $\epsilon_{min}$. The other is to assume a concrete bound first and then check whether it satisfies the condition in Definition 2. Thus, it is reduced to a satisfiability problem. During the process of reduction, a linear approximation is usually employed to accelerate the decision procedure. The task of linear approximation during the encoding is to approximate the non-linear constraints using linear constraints, which can be solved in polynomial time. Let $\Phi$ denote a linear over-approximation of $\Phi$. If the following formula holds

$$\forall x \in \mathbb{B}_p(x_0, \epsilon_{cert}), \text{argmax}, \Phi(x) = \text{argmax}, \Phi(x_0),$$

then, $\epsilon_{cert}$ is a certified lower bound for $\Phi$ w.r.t. $x_0$ and $\ell_p$ norm. Note that if the formula does not hold, we cannot conclude $\epsilon_{cert}$ is not a certified lower bound because a counterexample of the formula may not be a counterexample of the original formula in Definition 2 due to the approximation.

In that case, one can try a smaller lower bound than $\epsilon_{cert}$, or use refinement techniques (Wang et al. 2018a) for a tighter approximation based on the returned counterexample.

Preliminaries
This section briefly introduces some necessary preliminaries and notations to understand our approach. Specifically, we summarize the essence of the approximation-based approaches for computing certified lower bounds in the most relevant works CNN-Cert, CROWN and FROWN.
Linear Approximation. The key idea of linear approximation is to determine an upper linear constraint and a lower linear constraint to enclose the non-linear constraint between an interval. Non-linear constraints arise from network architecture and activation functions. A CNN usually consists of convolutional layers, max-pooling layers, batch normalization layers and residual blocks, and general activation functions, all of which are non-linear. As for fully-connected neural networks, non-linearity only comes from activation functions. In our work, we make use of the linear approximation approach in CNN-Cert to deal with network layers and focus on the approximation of general activation functions. The readers who are interested in layer approximation can refer to the work (Boopathi et al. 2019) for the details.

There are four types of activation functions commonly used in neural networks, including ReLU $\max(x, 0)$, hyperbolic tangent $\tanh(x)$, inverse tangent $\text{arctan}(x)$, and sigmoid $\frac{1}{1+e^{-x}}$. Except ReLU, we call other three functions sigmoid-like, and we only focus on the linear approximation to them because ReLU has been well studied in literature.

**Definition 3 (Linear upper/lower bounds)** Let $\sigma(x)$ be a non-linear function with $x \in [l, u]$, $\alpha_L, \alpha_U, \beta_L, \beta_U \in \mathbb{R}$, and

\[
    h_U(x) = \alpha_U(x + \beta_U), \quad (2)
\]

\[
    h_L(x) = \alpha_L(x + \beta_L). \quad (3)
\]

Then, $h_U(x)$ and $h_L(x)$ are called linear upper and lower bounds of $\sigma(x)$ with $x \in [l, u]$ if for all $x$ in $[l, u]$ there is $h_L(x) \leq \sigma(x) \leq h_U(x)$.

Figure 1 depicts an example of linear approximation of the sigmoid activation function $\sigma(x)$ with $x \in [l, u]$. We use $h_U(x)$ and $h_L(x)$ to represent the upper-bound and lower-bound linear constraints, respectively. Note that $h_U(x)$ and $h_L(x)$ are not unique and do not necessarily have the same slope. For instance, $h'_U(x)$ and $h'_L(x)$ represented by the dashed green and red lines are two valid linear constraints for the approximation of $\sigma(x)$.

The central task of linear approximation is to determine $h_U(x)$ and $h_L(x)$, which directly affect the quality of certified lower bounds. The tighter the approximation is, the closer the computed lower bounded is to the optimal one. For instance, CNN-Cert takes $h'_U(x)$ and $h'_L(x)$ as the linear upper and lower bounds for the approximation in Figure 1, where $h'_U(x)$ and $h'_L(x)$ are two tangent lines of $\sigma(x)$ on the two points between $l$ and $u$ such that $h'_U(x)$ and $h'_L(x)$ cross the two endpoints $(l, \sigma(l))$ and $(u, \sigma(u))$, respectively. Apparently, the approximation using $h'_U(x)$ and $h'_L(x)$ is tighter than the one using $h_U(x)$ and $h_L(x)$.

**Fine-Grained Linear Approximation**

Given a bounded norm-ball $\mathbb{B}_p(x_0, \epsilon_{\text{cent}})$, we assume that the upper and lower bounds of the output of layer $t$ before activation are $u'_t$ and $l'_t$, i.e., $l'_t \leq \sigma'_t(x) \leq u'_t$. Note that $u'_t$ and $l'_t$ are vectors consisting of constant scalars, which can be computed layer by layer using interval arithmetic (Moore, Kearfott, and Cloud 2009). To preserve variable dependence among layers, the intervals can be computed more precisely using symbolic interval propagation (Wang et al. 2018b).

We consider the linear approximation of $\sigma(\phi'_t(x))$ between $[l'_t, u'_t]$, where $\sigma$ is a sigmoid-like function. We compute the tangent lines $tangent_u$ and $tangent_l$ of $\sigma(\phi'_t(x))$ at the two endpoints $(l'_t, \sigma(l'_t))$ and $(u'_t, \sigma(u'_t))$. Then, we check whether $tangent_u$ is above or below the point $(l'_t, \sigma(l'_t))$ and $tangent_l$ is above or below the point $(l'_t, \sigma(l'_t))$. It is equivalent to compare the slopes $\sigma'(l'_t)$ and $\sigma'(u'_t)$ with $k = \frac{\sigma(u'_t) - \sigma(l'_t)}{u'_t - l'_t}$.

**Case 1.** When $\sigma'(l'_t) < k$ and $\sigma'(u'_t) > k$

Figure 2: Approximation when $\sigma'(l'_t) < k$ and $\sigma'(u'_t) > k$
Figure 3: Approximation when $\sigma'(l'_r) > k$ and $\sigma'(u'_r) < k$

**Case 2.** When $\sigma'(l'_r) > k$ and $\sigma'(u'_r) < k$, there are also two sub-cases as shown in Figure 3. Apparently, they are symmetries of the two sub-cases of Case 1. Similar to Case 1, we choose the line (in red) that connects the starting point and the ending point of $\sigma(x)$ in the interval as the linear lower bound, and the tangent line (in green) of $\sigma(x)$ at the point $(d, \sigma(d))$ such that $\sigma'(d)$ is equal to the slope of the lower bound. That is,

$$h'_{U,r}(x) = k(x - d) + \sigma(d), \quad h'_{L,r}(x) = k(x - l'_r) + \sigma(l'_r),$$

where $\sigma'(d) = k$ and $l'_r < d < u'_r$.

**Case 3.** When $\sigma'(l'_r) < k$ and $\sigma'(u'_r) < k$, there is only one possible case when $l'_r < 0 < u'_r$ and $\sigma(x)$ between the interval is divided into two parts by the line connecting the two endpoints. Figure 4 shows an example of the case. Under this situation, we take the tangent line of $\sigma$ over $(l'_r, \sigma(l'_r))$ whose cut point is $d_1 > 0$ (the green one) as the linear upper bound, and the tangent line of $\sigma$ over $(u'_r, \sigma(u'_r))$ whose cut point $d_2 < 0$ (the red one) as the linear lower bound. Namely,

$$h'_{U,r}(x) = \sigma'(d_1)(x - l'_r) + \sigma(l'_r), \quad h'_{L,r}(x) = \sigma'(d_2)(x - u'_r) + \sigma(u'_r),$$

where, $d_1, d_2$ meet the equations $\sigma'(d_1) = \frac{\sigma(d_1) - \sigma(l'_r)}{d_1 - l'_r}$ and $\sigma'(d_2) = \frac{\sigma(d_2) - \sigma(u'_r)}{d_2 - u'_r}$, respectively. Note that $\sigma'(d_1)$ and $\sigma'(d_2)$ are not necessarily the same, which depends on $l'_r$ and $u'_r$.

Another case when $\sigma'(l'_r) > k$ and $\sigma'(u'_r) > k$ is impossible because it is never satisfied for sigmoid-like functions. Thus, we do not need to consider approximation in this case.

Note that the approximation of ReLU can be considered a special case of our approach. In the cases of $l'_r < u'_r \leq 0$ and $0 \leq l'_r < u'_r$, we have ReLU($x$) = 0 and $x$, respectively. When $l'_r < 0 < u'_r$, it can be over-approximated like the case of Figure 2(b) by choosing the lower bound line to be $kx$.

We briefly discuss the difference of our approximation approach to sigmoid-like functions from those of CNN-Cert and CROWN. The major difference arises in the cases shown in Figures 2(b) and 3(b). In the two cases, CROWN takes the same approximation as the one in Case 3. We consider the case of Figure 2(b) as an example. The upper and lower bounds taken by CROWN are denote by the the dashed green and red lines in Figure 5. Note that the lower bound line is not completely shown in the figure due to space limit. Its lower endpoint is the intersection with the vertical line crossing $(l, \sigma(l))$.

CNN-Cert chooses the same upper bound as ours, but it takes the same lower bound as CROWN does. Apparently, compared with the other two approximations, ours is the tightest in this two cases, by which we can compute a lower robustness bound that is closer to the optimal one.

**Lower Robustness Bound Computation**

Computing a lower robustness bound for a neural network consists of two sub-procedures, i.e., computing upper
and lower output bounds for all input under a perturbation threshold, and computing a lower bound such that all perturbed input have the same classification result as the original input.

$$A^m_U \ast (\ldots (A^1_U \ast (A^1_U \ast x + B^1_U) + B^1_U) \ldots ) + B^m_U$$

However, it is impractical to compute $\Phi_U$ and $\Phi_L$ by enumerating all the inputs in $\mathbb{B}_p(x_0, \epsilon)$ based on the above equations. We compute each element in the vectors separately using the following deduced equation. We consider the $r$th element in $\Phi_U$ for example and denote it by $\Phi_U(r)$. We use $A_{L,r}$ to denote the $r$th convolution kernel of $A_L$, and $B_{L,r}$ to denote the $r$th element in $B_L$. By the definition of the dual norm, we have:

$$\Phi_{L,r} = \min_{x \in \mathbb{B}_p(x_0, \epsilon)} (A_{L,r} \ast x + B_{L,r})$$

$$= - \max_{x \in \mathbb{B}_p(x_0, \epsilon)} (A_{L,r} \ast x) + B_{L,r}$$

$$= - \max_{y \in \mathbb{B}_p(0, 1)} (A_{L,r} \ast y) + A_{L,r} \ast x_0 + B_{L,r}$$

$$= - \max_{y \in \mathbb{B}_p(0, 1)} [vector(A_{L,r})'] + A_{L,r} \ast x_0 + B_{L,r}$$

$$= - \|vector(A_{L,r})\|_q + A_{L,r} \ast x_0 + B_{L,r},$$

(6)

where, $vector(A_{L,r})$ is a vector obtained by expanding the $r$th convolution kernel of $A_L$, $\| \cdot \|_q$ is $l_q$ norm with $q = p/(p-1)$. Likewise, we have $\Phi_{U,r} = \|vector(A_{U,r})\|_q + A_{U,r} \ast x_0 + B_{U,r}$.

### Computing lower robustness bound

Because the computational complexity of directly computing a non-trivial lower robustness bound is high, we iteratively pick up a perturbation bound and check whether all the inputs under it can be predicated to the same class as the original input is according to the lower and upper output bounds. We make use of binary search to accelerate the process.

**Algorithm 1** sketches the binary search procedure. Let $Y_0$ be the classification result (true label) of input example $x_0$ predicted by $\Phi$. i.e., $Y_0 = \arg \max_y \Phi(x_0)$. Then, we declare three variables $\epsilon_{\text{cert}}$, $\epsilon_{\text{min}}$, and $\epsilon_{\text{max}}$, which store the present

```plaintext
Algorithm 1: Binary search for lower robustness bound

| input : CNN $\Phi$, input $x_0$, norm $\| \cdot \|$ |
| output: A certified lower robustness bound $\epsilon_{\text{cert}}$ |
| $Y_0 \leftarrow \arg \max_y \Phi(x_0)$ ; // $Y_0$ is the predicted class of $x_0$ |
| $\epsilon_{\text{cert}} \leftarrow 0.05$, $\epsilon_{\text{min}} \leftarrow 0$, $\epsilon_{\text{max}} \leftarrow +\infty$ ; // Initialize variables |
| while $\epsilon_{\text{cert}} > 0$ do |
| flag $\leftarrow$ true ; // certification result flag |
| Compute $\Phi_U, \Phi_L$ of $\Phi(x)$ with $x \in \mathbb{B}_p(x_0, \epsilon_{\text{cert}})$ ; |
| for $i = 1 : \text{len}(\Phi(x_0))$ do |
| if $i! = Y_0$ and $\Phi_U(i) \geq \Phi_L(i)$ then |
| flag $\leftarrow$ false; // classified to $i$ |
| break; |
| if flag = false then // decrease when failed to certify $\epsilon_{\text{cert}}$ |
| $\epsilon_{\text{max}} \leftarrow \epsilon_{\text{cert}}$ ; |
| $\epsilon_{\text{cert}} \leftarrow \max\{\epsilon_{\text{min}} - \frac{\epsilon_{\text{cert}}}{2}, \epsilon_{\text{max}} - \epsilon_{\text{min}}\}$ ; |
| else // increase when $\epsilon_{\text{cert}}$ is certified |
| $\epsilon_{\text{min}} \leftarrow \epsilon_{\text{cert}}$ ; |
| $\epsilon_{\text{cert}} \leftarrow \min\{2\epsilon_{\text{cert}}, \epsilon_{\text{min}} + \epsilon_{\text{cert}}\}$ ; |
| if $\epsilon_{\text{cert}} - \epsilon_{\text{min}} < 0.00001$ then // terminate |
| return $\epsilon_{\text{cert}}$ ; |
```
bound to certify, and the lower and upper bounds to search, respectively. The Boolean variable flag indicates the success (true) or failure (false) of the certification result.

We first determine the upper and lower output bounds \( \Phi_{U_i} \) and \( \Phi_{L_i} \) for the inputs in \( \mathcal{P}(x_0, \epsilon_{\text{cert}}) \) using the aforementioned approach (line 5). For each class \( i \) other than \( Y_0 \), we check whether the upper bound of \( i \) is greater than or equal to the lower bound of \( Y_0 \), i.e., \( \Phi_{U_i} \geq \Phi_{L_{Y_0}} \) (line 7). If the evaluation result is true, it means that there exists some \( x \) in \( \mathcal{P}(x_0, \epsilon_{\text{cert}}) \) such that \( x \) is more likely to be classified to \( i \) than \( Y_0 \). Namely, \( \Phi \) is not robust within the norm-ball under the bound \( \epsilon_{\text{cert}} \). In that case, we decrease the value of \( \epsilon_{\text{cert}} \) (line 12). If there is no class \( i \) meeting the condition \( \Phi_{U_i} \geq \Phi_{L_{Y_0}} \), it means \( \epsilon_{\text{cert}} \) is certified to be a robustness bound. We increase it for a larger one (line 15). The algorithm terminates when the difference between \( \epsilon_{\text{cert}} \) and \( \epsilon_{\min} \) is reasonably small, e.g., 0.00001 in our algorithm.

Implementation. We implement our approach atop CNN-Cert in Python as an extension named DeepCert. In the extension, we reuse the approximation approaches of CNN-Cert to the matrix operations in CNNs. It supports the CNNs consisting of various types of layers, including convolution, norm-batch, and max pooling. Moreover, it also supports the commonly-used activation functions such as ReLU and all the sigmoid-like functions.

Experimental Evaluation

This section aims to evaluate our approach’s effectiveness by comparing it with three relevant tools CNN-Cert, CROWN, and FROWN. We conducted comprehensive experiments on open source benchmarks including LeNet-5 models (LeCun et al. 1998) and the CNNs trained on MNIST and CIFAR-10. We compared the lower robustness bounds returned by the tools and the time cost on the verification. All the experiments were conducted on a workstation running an 8-core Intel Xeon CPU E5-2620 v4, 32 GB of RAM, and an NVIDIA Tesla K80 GPU.

Benchmarks and Metrics. We trained different types of CNNs, including two pure CNNs and three residual networks trained on MNIST, a network that contains average pooling layers with the same structure as LeNet-5, and a CNN trained on CIFAR-10. The two pure CNN models on MNIST only consist of convolutional layers and fully-connected layers. One has 4 layers, 5 filters and 8680 hidden nodes, while the other has 8 layers, 5 filters and 14570 hidden nodes. Both of them use \( 3 \times 3 \) convolutions. LeNet-5 contains 3 convolutional layers, 2 average pooling layers and 2 fully-connected layers. The three residual networks contain 3, 4 and 5 residual blocks respectively with each block consisting of two convolutions. The network on CIFAR-10 is pure CNN with 5 layers, 5 filters and 14680 nodes. For each network architecture, we choose three commonly-used sigmoid-like activation functions \( \text{sigmoid}, \text{tanh}, \text{arctan} \) in the trained networks. Namely, we trained three variant neural networks using the three different activation functions for each architecture. It is worth mentioning that LeNet-5 takes only \( \text{tanh} \) as its activation function. We trained two variants of LeNet-5 by replacing only \( \text{tanh} \) with \( \text{sigmoid} \) and \( \text{arctan} \) in the same architecture. We also consider the cases with different types of norms including \( l_1, l_2 \) and \( l_\infty \) norms.

We compare DeepCert with the other three tools in terms of the lower robustness bound the tools to certify that. We first check whether the labels of test images given by the network are correct, and then select those with correct labels to compute the targeted certified lower bound. We use \( (\epsilon_{\text{cert}} - \epsilon_{\text{fail}}) / \epsilon_{\text{cert}} \) to quantitatively represent the improvement, where \( \epsilon_{\text{cert}} \) and \( \epsilon_{\text{fail}} \) indicate the lower bounds certified by DeepCert and other tools, respectively. Likewise, the efficiency is indicated by the average of execution time cost on the ten images, and we use \( t / t' \) to represent the speedup of our approach, where \( t' \) and \( t \) are the time cost by DeepCert and other tools, respectively.

Experiment I. In the first experiment, we compare DeepCert with CNN-Cert. We fix 100 input images and take the average of 100 certified lower bounds as the final result for each tool. Table 1 shows the experimental results on the 21 neural networks under the seven different network architectures, including the certified bounds, improvement, averaged execution time, and the standard deviation. It can be clearly seen that our tool almost always returns a larger lower bound than CNN-Cert, up to 76.57% improvement in all tests. Particularly, DeepCert has a much better performance on resident networks because back layers repeatedly use the output of front layers in resident networks. Consequently, the computed lower bound for resident networks is more sensitive to the precision of activation function approximation than the one for pure CNNs. For the networks that contain pure convolutional layers, the more activation functions they contain, the greater improvement our tool makes, as shown by the first two network architectures in the table. Another observation from the comparison is that DeepCert achieves a better improvement for the \( l_\infty \) norm. As for the time efficiency, DeepCert is slightly faster than CNN-Cert, and meanwhile, it costs almost the same time for the same network architecture with different activation functions.

Experiment II. We compare DeepCert with CROWN and FROWN in this experiment. Because CROWN and FROWN are designed for only DNNs, we transform CNNs with pure convolutional layers into DNNs by converting the convolutional layers into fully-connected layers. The converted 4-layer network has 8680 hidden nodes, and the 8-layer one has 14570 hidden nodes. In this experiment, we randomly choose 10 images as one input set instead of 100 images. There are two main reasons that we do not use 100 images. One is that FROWN takes too much time for each input image, e.g., 20 minutes. The other reason is that the average result of 100 images is similar to the one of 10 images, according to the observation result from (Boopathy et al. 2019).

Table 2 shows the results of the three tools. DeepCert can certify larger robustness bounds in all the six cases with up to 286.28% improvement than CROWN. It takes more time in most cases because CROWN simply takes the tangent line at the midpoint of the interval as the lower or upper bounding line. DeepCert achieves a better balance between the tightness of certified bound and the efficiency than CROWN.
Table 1: Experiment I: Averaged certified lower bound \( \varepsilon_{cert} \) and execution time by CNN-Cert and DeepCert

| Network | \(| \varepsilon_{cert} \) | Bound Improvement (%) | Execution Time (sec) | CNN-Cert | DeepCert | STD (CNN-Cert) | STD (DeepCert) |
|---------|----------------|-----------------------|----------------------|----------|----------|----------------|----------------|
| MNIST   | Sigm  | 0.0664 | 0.0670 | 0.0671 | 10.36 | 1.00 | 1.88 | 1292.76 | 1.31 | 1.44 | 986.84 |
|          | FROWN | 0.0421 | 0.0423 | 0.0420 | 73.96 | 11.10 | 2.30 | 1930.55 | 1.11 | 1.16 | 1473.55 |
|          | Sig  | 0.0490 | 0.0505 | 0.0503 | 25.90 | 29.45 | 2.47 | 2052.46 | 1.31 | 1.16 | 1566.76 |
|          | FROWN | 0.0373 | 0.0378 | 0.0375 | 63.59 | 50.76 | 2.35 | 5588.77 | 2.85 | 2.35 | 2100.08 |
| 8 layers | Tanh  | 0.0511 | 0.0517 | 0.0515 | 168.10 | 140.18 | 0.96 | 1417.53 | 1.47 | 1.67 | 694.29 |
|          | 5 filters | 0.0479 | 0.0483 | 0.0481 | 140.18 | 140.18 | 0.96 | 1585.06 | 1.51 | 1.51 | 1083.18 |
| MNIST   | Sigm  | 0.0610 | 0.0627 | 0.0625 | 9.67 | 0.03 | -0.03 | 964.84 | 0.78 | 0.65 | 823.16 |
|          | FROWN | 0.0485 | 0.0487 | 0.0486 | 9.67 | 0.03 | -0.03 | 964.84 | 0.78 | 0.65 | 823.16 |

Table 2: Experiment II: Averaged certified lower bound \( \varepsilon_{cert} \) and computation time by CROWN, FROWN, and DeepCert

| Network | \(| \varepsilon_{cert} \) | Bound Improvement (%) | Certification Time (sec) | CNN-Cert | FROWN | DeepCert |
|---------|----------------|-----------------------|-------------------------|----------|-------|----------|
| MNIST   | Sigm  | 0.0608 | 0.0670 | 0.0671 | 10.36 | 1.00 | 1.88 | 1292.76 | 1.31 | 1.44 | 986.84 |
|          | FROWN | 0.0421 | 0.0423 | 0.0420 | 73.96 | 11.10 | 2.30 | 1930.55 | 1.11 | 1.16 | 1473.55 |
|          | Sig  | 0.0490 | 0.0505 | 0.0503 | 25.90 | 29.45 | 2.47 | 2052.46 | 1.31 | 1.16 | 1566.76 |
|          | FROWN | 0.0373 | 0.0378 | 0.0375 | 63.59 | 50.76 | 2.35 | 5588.77 | 2.85 | 2.35 | 2100.08 |
| 8 layers | Tanh  | 0.0511 | 0.0517 | 0.0515 | 168.10 | 140.18 | 0.96 | 1417.53 | 1.47 | 1.67 | 694.29 |
|          | 5 filters | 0.0479 | 0.0483 | 0.0481 | 140.18 | 140.18 | 0.96 | 1585.06 | 1.51 | 1.51 | 1083.18 |

Compared with FROWN, DeepCert can compute larger robustness bounds with up to 252.89% improvement in most of the cases, and it has an up to 1566.76x speedup. However, in our experiment we found an exception where FROWN computed larger robustness bounds than DeepCert does for the 8-layer network with sigmoid activation function. The gradient-based search for optimal upper and lower bounds, which might be tighter than what DeepCert always performs a gradient-based search for optimal upper and lower bounds, can lead to more precise certified bounds. However, the searching procedure is costly, leading to drastic increase of time consumption. Note that no result is provided for the networks with arctan because FROWN does not support arctan. The experimental results also reflect that the computation time of DeepCert mainly depends on the size of networks, while those of CROWN and FROWN depend on the types of activation functions and \( L \)-norms besides the size of networks.

In summary, the two experiments show that general DeepCert can compute larger lower robustness bounds with significant improvement than the three state-of-the-art relevant tools, and meanwhile it has a comparable performance on efficiency. The improvement mainly arises from our fine-grained approximation to activation functions, which is the major difference of DeepCert from other three frameworks.

Conclusion

In this paper, we have proposed a fine-grained linear approximation approach to general activation functions for computing a larger robustness lower bound for convolutional neural networks. The approach is applicable to sigmoid-like functions using tighter lower and upper linear bounds with a low computational complexity. We implemented the approach atop the state-of-the-art robustness lower bound certification tool CNN-Cert. The experiments on various neural networks with different activation functions have shown our approach’s generality and effectiveness in tightening robustness certificates significantly at a lower time cost than other relevant tools. We believe that the balance of the trade-off between the preciseness and efficiency would make our approach applicable to real-world networks.

Like other existing approximation-based approaches, one issue of our approach is the incompleteness. The lack of completeness means that failing to compute a certified robustness bound does not imply the network is not robust within the bound (Liu et al. 2019). Refinement (Elboher, Gottschlich, and Katz 2020) is a useful technique to prove or disprove the robustness within the bound. One of our future work is to investigate a refinement approach for our approximation approach for further tightening the lower bound without the loss of its scalability.
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