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Parity-time symmetry along with nonlocal optical solitons and their active
controls in a Rydberg atomic gas
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We propose a scheme to realize parity-time (PT ) symmetry and nonlocal optical solitons in a cold Rydberg
atomic system with electromagnetically induced transparency. We show that a two-dimensional (2D) periodic
optical potential with PT symmetry can be obtained for the propagation of probe laser field by using an
incoherent population pumping between two low-lying levels and spatial modulations of control and assistant
laser fields. We also show that, based on the giant nonlocal Kerr nonlinearity originated from the strong,
long-range atom-atom interaction, the system supports 2D nonlocal gap solitons with very low light intensity.
In particular, we find that the degree of the nonlocality of the Kerr nonlinearity, which can be actively tuned
in our system, can be used to manipulate the phase transition of the PT symmetry and the behavior of the
nonlocal optical solitons. Our study opens a route for developing non-Hermitian nonlinear optics, especially
for realizing and controlling high-dimensional weak-light optical solitons through adjustable PT symmetry and
giant nonlocal optical nonlinearity.
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I. INTRODUCTION

In the past two decades, considerable attention has been
paid to the investigation on parity-time (PT ) symmetry in
various physical systems, with the main aim to develop non-
Hermitian quantum mechanics [1,2]. It has been shown that
non-Hermitian Hamiltonians with PT symmetry can exhibit
entirely real eigenvalue spectra below certain phase transition
points, by which many new and unexpected results have been
discovered both theoretically and experimentally (see review
articles [3–6] and references therein).

Owing to the fact that the Maxwell equation in electro-
dynamics under paraxial approximation is mathematically
equivalent to the Schrödinger equation in quantum mechanics,
optics provides an excellent platform for testing the PT
symmetric non-Hermitian quantum mechanics. In addition
to fundamental interest, the study on optical PT symmetry
has many important applications, including the realization
of nonreciprocal and unidirectional invisible light propaga-
tions [7–9], coherent perfect absorbers [10–12], giant light
amplification [13], novel lasers [14,15], precision measure-
ment [16,17], and even quantum computation [18]. Novel
optical solitons [19], and more generally nonlinear waves, in
PT -symmetric systems based on PT symmetry have also
been suggested [4].

It is desirable to have PT -symmetric systems that can
work at weak-light level. Recently, it has been shown that
atomic gases interacting with two or more laser fields are
promising candidates for realizing optical PT symmetry and
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achieving new functionalities for non-Hermitian optics that
are not available in conventional PT symmetric systems
[20–25]. Especially, large, local Kerr nonlinearity and local
weak-light solitons in such PT symmetric systems have been
shown possible [26]. It will be interesting if one can obtain
realistic optical systems that not only possess PT symmetry,
but also support nonlocal Kerr nonlinearity and nonlocal
weak-light solitons.

In this work, we propose a scheme to realize PT symme-
try, nonlocal optical solitons, and their active manipulation
in a cold Rydberg atomic gas [27] with electromagnetically
induced transparency (EIT). We show that a two-dimensional
(2D) periodic optical potential with PT symmetry can be
created for the propagation of probe laser field through the
design of the spatial modulations of control and assistant
laser fields, together with an incoherent population pumping
between two low-lying levels. Based on the strong, long-range
interaction between Rydberg atoms, which can map to a giant
nonlocal optical Kerr nonlinearity through the EIT [28–30],
we demonstrate that the system supports 2D nonlocal optical
gap solitons. We find that the degree of the nonlocality of the
nonlocal Kerr nonlinearity, which can be actively tuned in our
system, can be used to manipulate the PT phase transition
and hence the behavior of nonlocal optical solitons.

Before proceeding, we note that nonlinear modes and
solitons in PT -symmetric systems with nonlocal nonlinearity
were considered in Refs. [31–37]. The realization of 1D
PT -symmetric potential using Rydberg atoms was also sug-
gested recently [38]. However, our work is different from
Refs. [31–38]. First, in our work a realistic model for ob-
taining 2D PT -symmetric potential is physically designed,
which was absent in Refs. [31–37]. Second, at variance with
Ref. [38], in our work a physical mechanism of the probe-field
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gain necessarily for obtaining the PT symmetry is clearly
provided. In addition, the nonlocal Kerr nonlinearity is taken
into account, nonlocal optical solitons are obtained, and their
active control is explored. Third, in our work the possibility
for obtaining the giant nonlocal Kerr nonlinearity and non-
local solitons with very low light intensity is demonstrated,
which was not considered in Refs. [31–38]. Fourth, in our
work an important parameter, i.e., the degree of nonlocality
of the Kerr nonlinearity, is shown to be crucial for actively
manipulating the PT phase transition and the stability of
nonlocal gap solitons. Such result was, however, not provided
in Refs. [31–38]. Our study opens an avenue for developing
non-Hermitian nonlinear optics, especially for realizing and
controlling high-dimensional nonlocal optical solitons, which
may have promising applications in optical information pro-
cessing and transmission.

The article is arranged as follows. In Sec. II, we give a
description of the physical model under study. In Sec. III, we
discuss the realization of PT -symmetric optical potential and
its active manipulation. In Sec. IV, nonlocal optical solitons
and their active control in the system are studied in detail.
Finally, Sec. V summarizes the main results of our work.

II. MODEL

We start with considering a cold, lifetime-broadened four-
level atomic system with an inverted-Y type configuration,
shown in Fig. 1(a). The electric field acting with the atomic
system reads E = Ep + Ec + Ea , with Eα = eαEα exp[i(kα ·
r − ωαt )] + H.c. (eα are unit polarization vectors; Eα are field
amplitudes). Here, a weak, spatially focused probe laser field
Ep (with wave number kp = ωp/c, angular frequency ωp, and
half Rabi frequency �p) couples the ground state |1〉 to the
intermediate state |3〉; a strong control laser field Ec (with
wave number kc = ωc/c, angular frequency ωc, and half Rabi
frequency �c) couples the low-lying state |2〉 and the state
|3〉. �3, �2, and �4 are respectively one- and two-photon
detunings; �13, �23, and �34 are respectively the spontaneous-
emission decay rates from |3〉 to |1〉, |3〉 to |2〉, and |4〉 to |3〉.
States |1〉, |2〉, |3〉 and the probe and control fields constitute
a standard �-type EIT configuration. The �-type EIT is,
however, dressed by a high-lying Rydberg state |4〉 (with
large principal quantum number n), which is far off-resonantly
(i.e., �3 + �4 � �a) coupled to |3〉 through an assisted laser
field Ea (with wave number ka = ωa/c, angular frequency
ωa , and half Rabi frequency �a). The reason for using the
Rydberg-dressed EIT is to exploit the advantages of EIT
(which can suppress largely the absorption of the probe field
due to spontaneous emission) and the Rydberg state (which
can provide a giant nonlocal Kerr nonlinearity mapped by
atom-atom interaction).

One of our aims is to realize an optical PT symmetry
in this (weakly absorbed) Rydberg-dressed EIT system, for
which a gain to the probe field must be provided. To this
end, we assume there is an incoherent population pumping
(with pumping rate �21) coupled to the two low-lying states
|1〉 and |2〉. Note that the incoherent population pumping
may be realized by using many techniques, such as intense
atomic resonance spectrum lines emitted from hollow-cathode
lamps or from microwave discharge lamps [39]. In addition,

FIG. 1. (a) Level diagram and excitation scheme of the Rydberg-
dressed EIT. States |1〉, |2〉, |3〉 constitute a standard �-type EIT con-
figuration, where the probe field (half Rabi frequency �p) couples
the transition |1〉 ↔ |3〉, and the control field (half Rabi frequency
�c) couples the transition |2〉 ↔ |3〉. �j are detunings and �j l are
the spontaneous-emission decay rate from |l〉 to |j〉. The �-type
EIT is dressed by a high-lying Rydberg state |4〉, which is far
off-resonantly (�3 + �4 � �a) coupled to the state |3〉 through
an assisted laser field (half Rabi frequency �a). An incoherent
pumping (with pumping rate �21) is used to pump atoms from |1〉
to |2〉, providing a gain for the probe field. The control and the
assisted fields are assumed to be spatially modulated. The interaction
between Rydberg atoms is described by the van der Waals potential
Vvdw ≡ h̄V (r′ − r), with V (r′ − r) = C6/|r′ − r|6. (b) Populations
ρ

(0)
jj (j = 1, 2, 3, 4) of atoms at different levels as functions of the

incoherent population pumping rate �21. For �21 = 0, all populations
are in the ground state |1〉; however, when �21 �=0, we have ρ

(0)
33 �=0.

(c) Spatial distributions of the real and imaginary parts of the
nonlocal nonlinear coefficient W2, i.e., Re(W2) and Im(W2), in the
plane of dimensionless spatial coordinates ξ = x/R⊥ and η = η/R⊥.

the control and the assisted fields are assumed to be spatially
periodic modulated (see below).

The dynamics of the system is described by the Hamil-
tonian Ĥ = Na

∫
d3r Ĥ(r, t ), with Ĥ(r, t ) the Hamiltonian

density and Na the atom density. Under electric-dipole and
rotating-wave approximations, the Hamiltonian density in the
interaction picture reads

Ĥ(r, t ) =
4∑

j=1

h̄�j Ŝjj (r, t ) − h̄[�pŜ13(r, t ) + �aŜ34(r, t )

+�cŜ23(r, t ) + H.c.]

+Na

∫
d3r′Ŝ44(r′, t )h̄V (r′ − r)Ŝ44(r, t ), (1)

where Ŝj l = |l〉〈j | exp i[(kl − kj ) · r − (ωl − ωj + �l − �j )
t] is the transition operator related to the states |j 〉 and |l〉,
satisfying the commutation relation [Ŝj l (r, t ), Ŝμν (r′, t )] =
(1/Na )δ(r − r′) [δjνŜμl (r′, t ) − δμlŜjν (r′, t )], with h̄ωj the
eigenergy of the level |j 〉, �3 = (ω3 − ω1) − ωp the one-
photon detuning, �2 = ωp − ωc − (ω2 − ω1) the two-photon
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detuning, and �4 = ωp + ωa − (ω4 − ω1) the two-photon de-
tuning; �p = (ep · p31)Ep/h̄, �c = (ec · p32)Ec/h̄, and �a =
(ea · p43)Ea/h̄ are respectively half Rabi frequencies of the
probe, control, and assisted fields, with pij the electric dipole
matrix elements associated with the transition |i〉 ↔ |j 〉. The
last term in the Hamiltonian (1) is the contribution due to
atom-atom interaction. The interaction between the Rydberg

atom at position r and the one at position r′ is described by the
long-range potential h̄V (r′ − r), with V (r′ − r) = C6/|r′ −
r|6 (C6 is called dispersion parameter and could be positive or
negative).

From the Hamiltonian given above, we obtain the optical
Bloch equations of the density-matrix elements, ρjl ≡ 〈Ŝj l〉,
with the form

i
∂

∂t
ρ11 + i�21ρ11 − i�13ρ33 − �pρ13 + �∗

pρ31 = 0, (2a)

i
∂

∂t
ρ22 − i�21ρ11 − i�23ρ33 − �cρ23 + �∗

cρ32 = 0, (2b)

i
∂

∂t
ρ33 + i�3ρ33 − i�34ρ44 + �pρ13 − �∗

pρ31 + �cρ23 − �∗
cρ32 − �aρ34 + �∗

aρ43 = 0, (2c)

i
∂

∂t
ρ44 + i�34ρ44 + �aρ34 − �∗

aρ43 = 0, (2d)
(

i
∂

∂t
+ d21

)
ρ21 + �∗

cρ31 − �pρ23 = 0, (2e)

(
i

∂

∂t
+ d31

)
ρ31 + �p(ρ11 − ρ33) + �cρ21 + �∗

aρ41 = 0, (2f)

(
i

∂

∂t
+ d41

)
ρ41 + �aρ31 − �pρ43 − Nα

∫
d3r′V (r′ − r)ρ44,41(r′, r, t ) = 0, (2g)

(
i

∂

∂t
+ d32

)
ρ32 + �pρ12 + �c(ρ22 − ρ33) + �∗

aρ42 = 0, (2h)

(
i

∂

∂t
+ d42

)
ρ42 + �aρ32 − �cρ43 − Nα

∫
d3r′V (r′ − r)ρ44,42(r′, r, t ) = 0, (2i)

(
i

∂

∂t
+ d43

)
ρ43 + �a (ρ33 − ρ44) − �∗

pρ41 − �∗
cρ42 − Nα

∫
d3r′V (r′ − r)ρ44,43(r′, r, t ) = 0, (2j)

where djl = �j − �l + iγjl , with γij = (�i + �j )/2 + γ col
ij .

Here �j = ∑
i<j �ij , with �ij the spontaneous emission

decay rate, and γ col
ij the dephasing rate from |j 〉 to |i〉.

In Eqs. (2g), (2i), and (2j), we have used the notation
ρjl,μν (r′, r, t ) ≡ 〈Ŝj l (r′, t )Ŝμν (r, t )〉 [40].

The wave equation of the probe field is described by the
Maxwell equation, which under slowly varying amplitude
approximation reads

i

(
∂

∂z
+ 1

c

∂

∂t

)
�p + 1

2kp

(
∂2

∂x2
+ ∂2

∂y2

)
�p + kp

2
χp �p = 0,

(3)

where χp = Nα (ep · p13)2ρ31/(ε0h̄�p ) is the probe-field sus-
ceptibility. The second term on the left-hand side of Eq. (3)
describes the diffraction effect of the probe field. Note that for
convenience and without loss of generality, the propagation
direction of the probe field is assumed to along z direction, i.e.,
kp = (0, 0, kp ). To suppress the Doppler effect, we choose
kc = (0, 0, kc ) and ka = (0, 0,−ka ); in addition, since we
are interested in a stationary state of the system, the time
derivatives in the Maxwell-Bloch (MB) Eqs. (2) and (3) can
be neglected (i.e., ∂/∂t = 0), which is valid if the probe,
control, and assisted fields have long enough time durations.

For a realistic system, say, the 88Sr system as we proposed
below, the probe, control, and assisted fields can be treated as
time-independent ones if their durations are much longer than
1/�34 ≈ 10 μs.

Since the probe field is weak, the population in atomic
levels changes not much when the probe field is applied to the
system, and hence a perturbation expansion can be employed
to solve the Bloch Eq. (2) [41]. Hence by assuming �p =
ε�(1)

p + ε2�(2)
p + · · · and ρjl = ρ

(0)
j l + ερ

(1)
j l + · · · (ε is the

small parameter characterizing the typical amplitude of the
probe field), substituting them into Eq. (2), and comparing
coefficients of εm (m = 0, 1, . . .), we obtain a set of equations
for ρ

(m)
j l , which can be solved order by order.

The zeroth-order (m = 0) equations and their solution,
which describe the case when the probe field is not applied
(i.e., �p = 0), are presented in Appendix A. The key param-
eter in the solution is the incoherent population pumping rate
(i.e., �21). If �21 = 0, one has ρ

(0)
11 = 1 and all other ρ

(0)
j l = 0.

In this case, the system has no gain to the probe field. How-
ever, when �21 �= 0, we have ρ

(0)
33 �= 0, and hence a gain to the

probe field will be realized when the probe field is coupled
to the states |1〉 and |3〉 (which is necessary to get a PT
symmetry in the system). Furthermore, for (�3+�4)/�a �1,
the population in the Rydberg state |4〉 is approximately zero
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(i.e., ρ
(0)
44 = 0), which means Rydberg-dressed EIT can be

obtained.
Shown in Fig. 1(b) is populations ρ

(0)
jj (j = 1, 2, 3, 4) as

functions of �21. For a better illustration, we have taken a
laser-cooled strontium (88Sr) atomic gas as a realistic candi-
date for our theoretical model described above. The assigned
atomic levels are |1〉 = |5S1/2, F = 1〉, |2〉 = |5S1/2, F = 2〉,
|3〉 = |5P3/2, F = 3〉, and |4〉 = |nS1/2〉. For main quantum
number n = 60, the dispersion parameter is C6 ≈ −2π ×
81.6 GHz μm6. The incoherent population pumping rate is
�21 ≈ 2π × 0.1 MHz; spontaneous emission decay rates
are respectively �3 = �31 + �32 ≈ 2π × 16 MHz and �4 =
�34 ≈ 2π × 16.7 kHz. Detunings are �2 = 1.674 × 106 s−1,
�3 = 9.665 × 107 s−1, and �4 = 1.335 × 107. Other pa-
rameters read Na = 1.0 × 1012 cm−3, �c = �c0 = 1.5 ×
107 s−1, and �a = �a0 = 1.0 × 107 s−1. Note that with the
above parameters we have (�3 + �4)/�a = 11 � 1, so the
system works in the regime of Rydberg-dressed EIT.

The first (m = 1) order solution describes the linear
excitation of the system, which reads ρ

(1)
21 = α

(1)
21 �p,

ρ
(1)
31 = α

(1)
31 �p, and ρ

(1)
41 = α

(1)
41 �p, with other density-matrix

elements being zero. With the solutions at the zero
and first orders given above, one can go to the second
and third orders, with explicit expressions of equations
and solutions given in Appendix A. The solution of
ρ

(3)
31 is found to have the form ρ

(3)
31 = α

(3)
31,1|�p|2�p +

Nα

∫
d3r′V (r′ − r)α(3)

31,2(r′)|�p(r′)|2�p(r), with α
(3)
31,1 =

[d21d41(α(2)
33 −α

(2)
11 ) − d41�cα

(2)
23 − d21�

∗
aα

(2)
43 ]/D2 and α

(3)
21,2 =

d21�
∗
aα

(1)
14 α

(2)
41,41/D2 [42]. With the solution of ρ31 exact to

the third order, the susceptibility of the probe field can be
expressed as

χp = χ (1)
p + χ

(3)
p,1|�p|2 +

∫
d3r′χ (3)

p,2(r′ − r)|�p(r′)|2, (4)

with χ (1)
p =Na|ep ·p12|2α(1)

31 /(ε0h̄), χ
(3)
p,1 =Na|ep ·p12|2α(3)

31,1/

(ε0h̄), and χ
(3)
p,2(r′−r)=N 2

a |ep ·p12|2α(3)
31,2V (r′ − r)/(ε0h̄).

We assume that the spatial length of the probe pulse in z

direction is much larger than the range of atom-atom inter-
actions, so that a local approximation along the z direction
can be made [43]. Hence the last term on the right-hand side
of Eq. (4) can be reduced as

∫
d3r′χ (3)

p,2(r′ − r)|�p(r′)|2 =∫ ∫
dx ′dy ′χ̃ (3)

p,2(x ′ − x, y ′ − y)|�p(x ′, y ′, z)|2, with χ̃
(3)
p,2

(x ′ − x, y ′ − y) = ∫
dz′χ (3)

p,2(r′ − r).
Substituting Eq. (4) into Eq. (3) we obtain

i
∂�p

∂z
+ 1

2kp

(
∂2�p

∂x2
+ ∂2�p

∂y2

)
+ kp

2
χ (1)

p �p+kp

2

(
χ

(3)
p,1|�p|2

+
∫∫

dx ′dy ′χ̃ (3)
p,2(x ′−x, y ′−y)|�p(x ′, y ′, z)|2

)
�p =0,

(5)

where χ (1)
p is linear susceptibility and χ

(3)
p,1 is the local

nonlinear susceptibility, appearing in conventional EIT sys-
tems [26]; χ̃

(3)
p,2 describes a nonlocal nonlinear susceptibility,

contributed by the atom-atom interaction in the Rydberg gas.
An important point here is that the local Kerr nonlinearity

is proportional to the atomic density, i.e., χ
(3)
p,1 ∝ Na , and it

becomes vanishing when �2 = 0. However, the nonlocal Kerr
nonlinearity is proportional to χ

(3)
p,2 ∝ N 2

a , and it does not
vanish when �2 = 0 [41]. Thus the nonlocal Kerr nonlinearity
can be much larger than the local one for large atom density.
Furthermore, χ

(3)
p,2 ∝ C6, which increases rapidly when the

main quantum number n increases [27]. With the parameters
of 88Sr given above, the maximum of χ

(3)
p,2 can reach the value

of approximately (2.6 + i0.5) × 10−12 Hz−2. Thus we have
a giant nonlocal Kerr nonlinearity originated from the strong,
long-range atom-atom interaction.

The dimensionless form of Eq. (5) reads

i
∂U

∂ζ
+ ∂2U

∂ξ 2
+ ∂2U

∂η2
− V U +

(
W1|U |2

+
∫∫

dξ ′dη′W2(ξ ′ − ξ, η′ − η)|U (ξ ′, η′, ζ )|2
)

U = 0,

(6)

where U = �p/U0, ζ = z/z0, and (ξ, η) = (x, y)/R⊥
[(ξ ′, η′) = (x ′, y ′)/R⊥], with U0 the typical Rabi frequency
of the probe beam, R⊥ the typical radius of the probe beam,
and z0 = 2kpR2

⊥ = 4πR2
⊥/λp the characteristic diffraction

distance. Here V = −k2
pR2

⊥χ (1)
p is an optical potential,

W1 = k2
pR2

⊥U 2
0 χ

(3)
p,1 characterizes the local Kerr nonlinearity,

and W2 = k2
pR4

⊥U 2
0 χ̃

(3)
p,2 characterizes the nonlocal Kerr

nonlinearity.

III. REALIZATION OF 2D PT -SYMMETRIC OPTICAL
POTENTIAL AND ITS ACTIVE MANIPULATION

A. Realization of 2D PT -symmetric optical potential

We now turn to considering how to realize a linear 2D
PT -symmetric optical potential in the system. Since our
system is highly manipulatable, it is viable to design differ-
ent optical potentials V (ξ, η) = Vr (ξ, η) + iVi (ξ, η), which
satisfy the condition of PT symmetry, i.e., Vr (−ξ, η) =
Vr (ξ, η), Vr (ξ,−η) = Vr (ξ, η), Vi (−ξ, η) = −Vi (ξ, η), and
Vi (ξ,−η) = −Vi (ξ, η). Here the subscripts r and i stand
for their real and imaginary parts, respectively. By using
the method of potential engineering proposed in Ref. [20],
where 1D optical potential of PT symmetry was realized,
we can obtain various 2D PT -symmetric optical potentials.
Appendix B describes the detail of such a method for how to
get a target 2D optical potential with PT symmetry for the
present system.

We assume that the target optical potential we hope to
realize is a PT -symmetric 2D period function with the form

V (ξ, η) = V0 + V1[sin2(ξ ) + sin2(η)]

+ iV2[sin(2ξ ) + sin(2η)], (7)

where V0 is a constant that contributes a constant phase factor
for the probe beam; V1 and V2 (|V1|, |V2| 
 V0) are also
constants but they characterize respectively the amplitudes of
the real and imaginary parts of the periodic functions in the
potential. Using the parameters of 88Sr atoms given in the
previous section, the periodic potential (7) can be created by
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FIG. 2. Realization of the 2D PT -symmetric optical potential. (a) PT -symmetric optical potential (7) with (V1, V2) = (0.1, 0.1) of the
Rydberg-dressed EIT system as a function of ξ = x/R⊥ at η = y/R⊥ = 0. The real part of optical potential Re(V ) (black solid line) and the
imaginary part of optical potential Im(V ) (red dashed line) versus ξ are plotted. (b),(c) 2D spatial distributions of �c [panel (b)] and �a [panel
(c)], required to obtain the PT -symmetric period potential.

the following spatial modulation of the control and assistant
fields:

�c(ξ )/�c0 ≈ 1 + 0.21V2[sin(2ξ ) + sin(2η)], (8a)

�a (ξ )/�a0 ≈ 1 + 0.37{V1(sin2 ξ + sin2 η)

−V2[sin(2ξ ) + sin(2η)]}. (8b)

When deriving (8), we have taken V0 = 20.99. Note that
the periodic spatial modulation of the control and assistant
fields (8) can be realized experimentally by using high-
resolution space-light modulators [44–46] with the pixel size
smaller than the probe-beam radius R⊥.

Turning to the nonlinear regime, we need to compute the
coefficients for both the local and nonlocal nonlinearities
by using the expression of W1 and W2 given in the last
section. With the parameters of 88Sr atoms and choosing
U0 ≈ 2.7 × 106 s−1, we obtain W1 ≈ (1.4 + i7.8) × 10−5

and W2(ξ ′ − ξ, η′ − η) ≈ (0.19 − i0.27)
∫

dz{1 − i2.4 +
[(ξ ′ − ξ )2R2

⊥ + (η′ − η)2R2
⊥ + z2]3/(0.6Rb )6}−1, where Rb

is the radius of the blockade sphere [47] (which is estimated to
be 9.46 μm in our system by the parameters given above), W2

obeys the normalization condition
∫ ∫

dξ dη W2(ξ, η) ≈ 1,
and the degree of the nonlocality is characterized by the
parameter

σ ≡ 0.6Rb/R⊥. (9)

Note that the nonlocal nonlinearity in our system is four
orders of magnitude larger than the local one, which allows
us to keep only the nonlocal nonlinearity and neglect the
local one. Furthermore, for 88Sr we have Re(W2) > 0; the
optical interaction contributed by the nonlocal nonlinearity is
attractive (focusing). This is because the dispersion parameter
of the gas of 88Sr atoms is positive (C6 > 0). In principle,
our approach is valid for any Rydberg gas. One can also
obtain a repulsive (defocusing) nonlocal nonlinearity by using
a different kind of atom (e.g., 87Rb gas), which has a negative
dispersion parameter (i.e., C6 < 0).

Shown in Fig. 1(c) is spatial distributions of the real and
imaginary parts of the nonlocal nonlinear coefficient W2, i.e.,
Re(W2) and Im(W2), in the plane of dimensionless spatial
coordinates ξ = x/R⊥ and η = η/R⊥. The degree of the
nonlocality is taken as σ = 0.6 (i.e., R⊥ = Rb). The system
parameters are the same with those used in Fig. 1(b). We see

that the maximum of Im(W2) is approximately one order of
magnitude smaller than that of Re(W2), and thus it can be
neglected in the analytical research.

After dropping the constant part of the potential and ne-
glecting the local nonlinearity (which is very small indicated
above), Eq. (6) becomes the variable-coefficient nonlocal
nonlinear Schrödinger equation (NNLSE)

i
∂U

∂ζ
+∂2U

∂ξ 2
+∂2U

∂η2
−V (ξ, η)U+

( ∫∫
dξ ′dη′W2(ξ − ξ ′,

η − η′)|U (ξ ′, η′, ζ )|2
)

U = 0, (10)

where V (ξ, η) is given by the PT -symmetric potential (7).
Since the degree of the nonlocality σ is proportional to the
ratio Rb/R⊥, one may tune σ by simply changing the probe-
beam radius R⊥ if the blockade radius Rb is fixed. For a very
large R⊥, σ is very small, the integral kernel W2 approaches
into a δ function, and hence the NNLSE (10) reduces into
a local NLSE. In the opposite limit, i.e., for a very small
R⊥, the integral term in the NNLSE reduces into the form
W20P (ξ 2 + η2) [see Eq. (11) below].

Shown in Fig. 2(a) is the PT -symmetric optical potential
V of the Rydberg-dressed EIT system as a function of ξ at
η = 0, by taking V1 = V2 = 0.1 and other parameters given
above. The real part [Re(V )] and the imaginary part [Im(V )]
of V are given by the black solid line and by the red dashed
line, respectively. Figures 2(b) and 2(c) illustrate the 2D
spatial distributions of the half Rabi frequencies of the control
and assistant fields, i.e., �c [panel (b)] and �a [panel (c)],
which are required to satisfy the condition to obtain the PT -
symmetric period potential (7). In fact, we can also get any 2D
optical potentials with PT symmetry that are different from
(7) by using the method of potential engineering described in
Appendix B, which are omitted here for saving space.

B. Active manipulation of the PT phase transition

One of key characters of a system of PT symmetry is that
the eigenvalue spectrum of the system displays a transition
from real to complex when the ratio in the potential between
the imaginary part of the potential and its real part is varied.
In the linear limit, if this ratio is less than 0.5 the system
possesses full PT symmetry and the eigenvalue spectrum is
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FIG. 3. Active manipulation of the PT phase transition by the nonlocal optical nonlinearity. Shown in (a)–(e) are the real part Re(b) and

the imaginary part Im(b) (b is propagation constant) as functions of the lattice momentum q =
√

q2
x + q2

y for the PT -symmetric potential (7),

for different light power P and degree of the nonlocality σ , with (V1, V2) = (1, 0.6). (a) Re(b) and Im(b) versus q along points M , X, �, M for
(P, σ ) = (7, 0). (b) Re(b) and Im(b) for (P, σ ) = (8, 0). (c) Re(b) and Im(b) for (P, σ ) = (9, 0). (d) Re(b) and Im(b) for (P, σ ) = (9, 0.5).
(e) Re(b) and Im(b) for (P, σ ) = (9, 1). Shaded domains in (a)–(e) indicate the region where the PT symmetry is broken. (f) Phase diagram
of the PT symmetry in the plane of (σ, P ), determined by the maximum of Im(b). The white dashed line represents the PT phase transition.
The system works in the full (broken) PT -symmetric phase when σ is small (large) and P is large (small).

entirely real; if the ratio is larger than 0.5 the system works
in the regime of broken PT symmetry and the eigenvalue
spectrum becomes complex.

However, the spectrum of nonlinear systems with lin-
ear PT symmetry is less investigated up to now. A recent
work [48] revealed that the inclusion of local Kerr nonlinearity
can make the system transform from a broken (full) PT sym-
metry to a full (broken) one if the Kerr nonlinearity is focusing
(defocusing). However, how a nonlocal Kerr nonlinearity
affects the physical behavior in systems with PT -symmetry
remains unexplored. We show below that the Kerr nonlinearity
and its degree of nonlocality, contributed by the atom-atom
interaction in Rydberg atoms, can be used to manipulate the
PT phase transition of the system.

The eigenvalue problem of linearized Eq. (6) is given by
L̂u = bu, where the Schrödinger operator L̂ ≡ ∂2/∂ξ 2 +
∂2/∂η2 − V1[sin2(ξ ) + sin2(η)] − iV2[sin(2ξ ) + sin(2η)]
and the propagation constant b is defined through the relation
U (ζ, ξ, η) = eibζ u(ξ, η). Though a general discussion can be
made for different V1 and V2, here we focus only on a special
case, i.e., the optical potential with (V1, V2) = (1, 0.6). Since
the ratio V2/V1 > 0.5, the system works in the regime with
broken PT symmetry in a linear limit.

We first discuss the influence of the Kerr nonlinearity on
the PT symmetry in the system, by taking the degree of the
nonlocality σ [i.e., let R⊥ � Rb; see Eq. (9)] to be zero (i.e.,
the nonlinearity of the system becomes a local one). Shown in
Fig. 3(a) is the result of the eigenspectrum of the system. The
real part Re(b) and the imaginary part Im(b) are illustrated as

functions of the lattice momentum q =
√

q2
x + q2

y for P = 5

[here P ≡ ∫ ∞
−∞ dξ dη|U (ξ, η)|2 is dimensionless probe-field

light power], when q goes along points M , X, �, and M . From
the figure, we see that two branches (plotted by the blue solid
and red dashed lines, respectively) of Re(b) in the domain
q ∈ [M,X] coalesce into one branch, when q goes across the
X point from the right and enters the domain q ∈ [M,X],
where Im(b) becomes nonzero (or the eigenvalue b becomes
complex). That is to say, the system is PT symmetric in
the domain q ∈ [X,M] (the white region in the figure), but
the PT symmetry is broken in the domain q ∈ [M,X] (the
shaded region in the figure).

Figure 3(b) shows the result for (P, σ ) = (8, 0). In this
case the Kerr nonlinearity is larger than that in Fig. 3(a).
The system is PT symmetric in the domain q ∈ [X,M] and
q ∈ [M,X′] (the white region in the figure), where Im(b)
becomes zero. The shaded region (q ∈ [X′, X], where the
PT symmetry is broken) shrinks compared with Fig. 3(a). If
increasing the Kerr nonlinearity further by taking P = 9, two
branches of Re(b) are separated completely, and Im(b) = 0
in the whole domain of q [see Fig. 3(c)]. Thus the system
reenters a PT -symmetric phase. From Figs. 3(a)–3(c), we
conclude that by increasing the Kerr nonlinearity the system
can be transformed from a broken PT symmetry to a full PT
symmetry.

Then, we investigate the effect of the degree of the nonlo-
cality of the Kerr nonlinearity on the PT symmetry. For this
aim, we fix P but take a nonzero σ of the system. Shown
in Fig. 3(d) is the result of Re(b) and Im(b) versus q for
(P, σ ) = (9, 0.5). Although the light power P is the same
as in Fig. 3(c), the property of the PT symmetry is quite
different. In this case the system has no full PT symmetry,
i.e., a domain of broken PT -symmetric phase [q ∈ [X′, X];
the shaded region in Fig. 3(d)] appears, again. Consequently,
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the nonlocality of the Kerr nonlinearity can change the PT
symmetry of the system.

Figure 3(e) shows the result for a larger degree of the
nonlocality by taking (P, σ ) = (9, 1). In this case, the q in-
terval of the broken PT symmetry phase (the shaded region)
is enlarged compared with the one in the case of a smaller
σ [Fig. 3(d)]. In particular, two branches of Re(b) coalesce
into one in the domain of q ∈ [M,X] where Im(b) becomes
nonzero.

To get a clear illustration of the property of the PT sym-
metry in the system, a phase diagram is plotted [see Fig. 3(f)],
which is determined by the maximum of Im(b), for different
light power P and the degree of the nonlocality of the Kerr
nonlinearity σ . We see that the system works in the regime of
full PT symmetry when σ is small and P is large (the domain
with blue color), while it works in the regime of broken PT
symmetry when σ is large and P is small (the domain with
red color). The white dashed curve in the figure represents
roughly the position where PT phase transition occurs in the
(σ, P ) phase plane.

To understand the effect of the degree of nonlocality on
the character of the PT phase transition in the system, we
take a special case of strongly nonlocal regime (i.e., σ � 1),
in which the NNLSE (10) can be reduced into the simple
form

i
∂U

∂ζ
+∂2U

∂ξ 2
+∂2U

∂η2
−V (ξ, η)U+W20P (ξ 2 + η2)U = 0,

(11)

with W20 = W2(ξ = 0, η = 0), which means that the nonlocal
Kerr nonlinearity in the NNLSE (10) has been reduced into
an effective parabolic potential [49] [i.e., the last term on
the right-hand side of Eq. (11)]. The physical reason for this
reduction is that all the photons in the probe beam experience
a similar potential due to the very narrow beam radius and the
very wide spatial distribution of the Kerr nonlinearity. As a
result, we obtain a new PT -symmetric optical potential, given
by Vtol = V (ξ, η) − W20P (ξ 2 + η2), where W20 > 0 for the
focusing nonlinearity. Obviously, the new optical potential
Vtol has different ratio between the imaginary part and the
real part, in contrast with the case having only the optical
potential V (ξ, η). Consequently, the character of the PT
symmetry in the system is changed by the nonlocal Kerr non-
linearity via the atom-atom interaction inherent in Rydberg
atoms.

IV. NONLOCAL OPTICAL SOLITONS
AND THEIR ACTIVE CONTROL

Compared to conventional nonlinear optical media, the
present Rydberg atomic system has an additional tunable
parameter, i.e., the degree of the nonlocality of the Kerr
nonlinearity (9), to manipulate the PT symmetry, as shown
in the last section. In this section, we shall demonstrate that
not only stable nonlocal optical solitons exist in the system,
but also the degree of the nonlocality may be used to actively
control the behavior of these solitons.

First, we discuss possible nonlocal optical solitons in the
system. By using a method of imaginary time evolution,
we find that a 2D nonlocal optical gap soliton for C6 < 0

FIG. 4. Nonlocal optical gap solitons and their stability. (a)
Curve of P -μ (μ ≡ −b; b is propagation constant) for degree of
nonlocality σ = 0.5 and the optical potential parameters (V1, V2) =
(1, 0.3). Nonlocal gap solitons exist in some regions of the semi-
infinite gap [i.e., in the region μ > −1; the shaded region (μ < −1)
is the first energy band]. Solid part (where point “A” locates) and
dashed part (where point “B” locates) in the red curve represent
stable and unstable regions of nonlocal gap solitons, respectively.
Inset: dimensionless wave shape |U | = |�p/U0| for a typical 2D
nonlocal optical soliton with P = 10. (b) Stability spectrum for small
perturbations around the optical gap soliton with P = 10 (upper
panel) and with P = 14 (lower panel). Re(λ) and Im(λ) are real part
and imaginary part of the eigenvalue λ of the small perturbations,
respectively. (c),(d) Propagation of the nonlocal gap soliton under
small perturbations as functions of ξ = x/R⊥ and ζ = z/z0, for
P = 10 [panel (c)] and P = 14 [panel (d)]. The soliton propagates
robustly against the perturbations in the PT -symmetry phase [panel
(c)], but it breaks up in the broken PT -symmetry phase [panel (d)].

(i.e., self-focusing nonlocal Kerr nonlinearity) of the NNLSE
(10) can be obtained, with the dimensionless wave shape
|u| = |�p/U0| given in the inset of Fig. 4(a), where the light
power P = 10 (corresponding to the point “A” in the figure)
and other parameters the same as before. To give a general
picture for the existence and stability of the soliton, the light
power P as a function of μ (μ = −b; b is the propagation
constant) is plotted for the degree of the nonlocality σ = 0.5
and the optical potential (7) with (V1, V2) = (1, 0.3). The
soliton exists only in some regions of the semi-infinite gap
[i.e., the region μ > −1; the shaded region (the one μ < −1)
is the first energy band]. The solid-line part (where point A
locates) and dashed-line part (where point “B” locates) in the
red curve represent stable and unstable regions of nonlocal
gap solitons, respectively.

The maximum intensity of the nonlocal optical gap soliton
with P = 10 (the point marked by A) in Fig. 4(a) can be
estimated by using the formula Imax = cε0|Ep max|2/2. We ob-
tain that Imax ≈ 5.4 × 10−5 W cm−2 based on the parameters
of 88Sr atoms provided above. Thus, to produce a nonlocal
gap soliton, only a very low input light intensity is needed.
We remark that the generation power of a single 800 nm
photon per microsecond is Iph ≈ 2.5 × 10−11 W cm−2. This
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FIG. 5. Active control of the nonlocal gap solitons. (a) PT phase diagram in the plane of (P, σ ) for the optical potential (7) with (V1, V2) =
(1, 0.6). The red solid line represents the PT phase transition, above (below) which is the region of full (broken) PT symmetry. A nonlocal
gap soliton with light power P = 9 and the degree of the nonlocality σ = 0.25 (marked by the point “A”) is stable; however, a nonlocal gap
soliton with the same light power but σ = 0.5 (marked by the point “B”) is unstable. (b) Propagation of the nonlocal gap soliton (as functions
of ξ = x/R⊥ and ζ = z/z0) by changing the value of σ during the propagation. The soliton loses its stability at ζ ≈ 5, where σ is increased
rapidly from 0.25 to 0.5. (c) Dimensionless amplitude of the output soliton |u| = |�p/U0| at ζ = 10, where a significant deformation and
attenuation occurs. Dimensionless amplitude of the input soliton at ζ = 0 cm is also given, as shown in the inset.

indicates that a typical nonlocal gap soliton formed in our
system contains only millions of photons. This is in a sharp
contrast with cases of nonresonant media, where much higher
input intensity and much longer optical path are necessary and
required for the formation of optical solitons.

Second, we carry out a linear stability analysis to un-
derstand the stability property of the nonlocal gap soli-
tons described above. We take U (ζ, ξ, η) = e−iμζ [u(ξ, η) +
ṽ(ξ, η)eλζ + w̃∗(ξ, η)eλ∗ζ ], where u represents a soliton, ṽ

and w̃ are small perturbations to the soliton, and λ is the
eigenvalue of the perturbations. Based on Eq. (10) we get the
eigenvalue problem for the perturbations

λṽ = i

(
μ+ ∂2

∂ξ 2
+ ∂2

∂η2
+V (ξ, η)+n

)
ṽ+iu�n, (12a)

λw̃=−i

(
μ+ ∂2

∂ξ 2
+ ∂2

∂η2
+V ∗(ξ, η)+n

)
w̃−iu∗�n,

(12b)

where n = ∫∫
dξ ′dη′W2(ξ − ξ ′, η − η′)|u(ξ ′, η′)|2 and �n =∫ ∫

dξ ′dη′W2(ξ − ξ ′, η − η′)u∗(ξ ′, η′)ṽ(ξ ′, η′) + ∫∫
dξ ′dη′

W2(ξ − ξ ′, η − η′)u(ξ ′, η′)w̃(ξ ′, η′). If the eigenvalue is
found to have a positive real part, the soliton is unstable;
otherwise, it is stable.

The eigenvalue problem (12) is numerically computed by
using the Fourier collocation method [50]. Due to the gain-
loss component in the optical potential (V2 > 0), the soliton
is stable in a finite μ interval [i.e., the red solid-line part in
Fig. 4(a)]; unstable regions appear close to the border of the
semi-infinite gap where ∂P/∂μ < 0 and for larger values of
μ [i.e., red dashed-line parts in Fig. 4(a)].

In Fig. 4(b) we show the stability spectrum for the pertur-
bations respective to the soliton with P = 10 [upper panel,
corresponding to the point A in Fig. 4(a)] and to the soliton
with P = 14 [lower panel, corresponding to the point B in
Fig. 4(a)], where Re(λ) and Im(λ) are respectively real part
and imaginary part of the eigenvalue λ of the perturbations.
The soliton corresponding to the point A is stable since

Im(λ) = 0, whereas the soliton corresponding to the point B
is unstable since a quadruple of complex λ appears. Illus-
trated in Fig. 4(c) [Fig. 4(d)] is propagation of the soliton
corresponding to the upper (lower) panel of Fig. 4(b) under
perturbations, as functions of ξ = x/R⊥ and ζ = z/z0. We
see that the soliton corresponding to the upper (lower) panel
is indeed stable (unstable) against the perturbations during
propagation.

Third, we demonstrate that the degree of the nonlocality
of the Kerr nonlinearity σ , which is tunable in our system
by changing the radius of the blockade sphere beam or the
radius of the probe beam, can be used to control the behavior
of nonlocal gap solitons. In Fig. 5(a) we show the PT phase
diagram in the plane of (P, σ ) in the optical potential (7) with
(V1, V2) = (1, 0.6). The red solid line in the figure represents
the PT phase transition, above (below) which is the region of
full (broken) PT symmetry. We find that the nonlocal gap
soliton with light power P = 9 and σ = 0.25 (marked by
the point A) is stable; however, by tuning the degree of the
nonlocality to the value σ = 0.5, the soliton with the same
light power (marked by the point B) becomes unstable.

We have also investigated the behavior of the nonlocal gap
soliton by adjusting σ during the propagation of the soliton (as
functions of ξ = x/R⊥ and ζ = z/z0), with the result plotted
in Fig. 5(b). We see that the soliton loses its stability immedi-
ately at the position ζ ≈ 5 where σ is increased from 0.25 to
0.5 rapidly. Figure 5(c) shows a 3D plot of the output soliton
at the distance ζ = 10. One can see that the dimensionless
amplitude |u| = |�p/U0| of the soliton displays a significant
deformation and attenuation, although its input (at ζ = 0) is a
soliton with a nice shape (see the inset of the figure).

Note that the approach presented above can also be applied
to the system with defocusing nonlocal Kerr nonlinearity,
which is the case of, e.g., the rubidium atoms excited to the
Rydberg state. In this situation, because C6 > 0, the parameter
W20 in the total optical potential Vtol contributed by the atom-
atom interaction will become negative. As a result, nonlocal
gap solitons obtained can be more stable when the degree of
the nonlocality of the Kerr nonlinearity σ is increased.
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V. SUMMARY

In this work, we have proposed a scheme for realizing
PT symmetry and nonlocal high-dimensional optical gap
solitons via a Rydberg-dressed EIT. We have shown that a
2D complex optical potential with a periodic PT symmetry
for the probe-field propagation can be obtained when the
incoherent population pumping between two low-lying states
is employed and the spatial modulations of the control and
assisted laser fields is engineered. We have also shown that,
based on the giant nonlocal Kerr nonlinearity, originated from
the strong, long-range interaction between Rydberg atoms,
the system supports nonlocal (2+1)-dimensional spatial gap
solitons, which have very low light intensity. In particular,
we have found that the Kerr nonlinearity and its degree
of nonlocality, which can be actively tuned in our system,

have apparent effects on the phase transition of the PT
symmetry and the behavior of the nonlocal optical solitons.
The research presented here opens a route for developing
non-Hermitian nonlinear optics, in particular for manipu-
lating the optical solitons with controllable PT -symmetric
optical potential and nonlocal Kerr nonlinearity, which
may find applications in optical information processing and
transmission.
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APPENDIX A: EXPANSION EQUATIONS OF DENSITY-MATRIX ELEMENTS AND THEIR SOLUTIONS

(i) At the zeroth (m = 0) order, equations for ρ
(0)
32 , ρ

(0)
42 , and ρ

(0)
43 are given by

⎛
⎜⎝

d32 �∗
c 0

�c d42 −�a

0 −�∗
a d43

⎞
⎟⎠

⎛
⎜⎝

ρ
(0)
32

ρ
(0)
42

ρ
(0)
43

⎞
⎟⎠ =

⎛
⎜⎝

�a

(
ρ

(0)
33 − ρ

(0)
22

)
0

−�cρ
(0)
33

⎞
⎟⎠. (A1)

Equations for ρ
(0)
11 , ρ

(0)
22 , and ρ

(0)
33 read

⎛
⎜⎝

−�21 0 �13

�21 0 �23

1 1 1

⎞
⎟⎠

⎛
⎜⎝

ρ
(0)
11

ρ
(0)
22

ρ
(0)
33

⎞
⎟⎠ =

⎛
⎜⎝

0

2 Im
(
�∗

aρ
(0)
32

)
1

⎞
⎟⎠. (A2)

The solution reads

ρ
(0)
11 = −�13X/[�21�13 − (�21 + �13)X + �21(�23 + Y )], (A3a)

ρ
(0)
22 = �21(�13 + �23 + Y )/[�21�13 − (�21 + �13)X + �21(�23 + Y )], (A3b)

ρ
(0)
33 = −�21X/[�21�13 − (�21 + �13)X + �21(�23 + Y )], (A3c)

ρ
(0)
32 = [−(d42d43 − |�c|2)ρ (0)

22 + (d42d43 − |�c|2 + |�a|2)ρ (0)
33

]
�c/D1, (A3d)

ρ
(0)
42 = [

d43ρ
(0)
22 − (d32 + d43)ρ (0)

33

]
�c�a/D1, (A3e)

ρ
(0)
43 = [|�c|2ρ (0)

22 − (d32d42 + |�c|2 − |�a|2)ρ (0)
33

]
�a/D1, (A3f)

ρ
(0)
21 = ρ

(0)
31 = ρ

(0)
41 = ρ

(0)
44 = 0, (A3g)

where X = 2 Im[(d42d43 − |�c|2)|�c|2/D1] and Y = −2 Im[(d42d43 − |�c|2 + |�a|2)|�c|2/D1], ρ
(0)
44 = 1 − ∑3

j=1 ρ
(0)
jj , with

D1 = d32d42d43 − |�c|2d32 − |�a|2d43.
(ii) At the first (m = 1) order, the solution for nonzero matrix elements reads ρ

(1)
21 = α

(1)
21 �p, ρ

(1)
31 = α

(1)
31 �p, ρ

(1)
41 = α

(1)
41 �p,

where α
(1)
21 , α

(1)
31 , α

(1)
41 are determined by the equation

⎛
⎜⎝

d21 �∗
a 0

�a d31 �∗
c

0 �c d41

⎞
⎟⎠

⎛
⎜⎝

α
(1)
21

α
(1)
31

α
(1)
41

⎞
⎟⎠ =

⎛
⎜⎝

ρ
(0)
23

ρ
(0)
33 − ρ

(0)
11

ρ
(0)
43

⎞
⎟⎠. (A4)
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(iii) At the second (m = 2) order, the solution for nonzero matrix elements is found to be ρ
(2)
32 = α

(2)
32 |�p|2, ρ

(2)
42 = α

(2)
42 |�p|2,

ρ
(2)
43 = α

(2)
43 |�p|2, ρ

(2)
jj = α

(2)
jj |�p|2 (j = 1, 2, 3, 4), with α

(2)
32 , α

(2)
42 , α

(2)
43 satisfying the equation⎛

⎜⎝
d32 �∗

c 0

�c d42 −�a

0 −�∗
2 d43

⎞
⎟⎠

⎛
⎜⎝

α
(2)
32

α
(2)
42

α
(2)
43

⎞
⎟⎠ =

⎛
⎜⎝

�a

(
α

(2)
33 − α

(2)
22

) − α
(1)
12

0

�c

(
α

(2)
44 − α

(2)
33

) + α
(1)
41

⎞
⎟⎠, (A5)

and α
(2)
jj satisfying the equation

⎛
⎜⎜⎜⎝

−�21 0 �13 0

�21 0 �23 0

0 0 −�13 − �23 �34

1 1 1 1

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

α
(2)
11

α
(2)
22

α
(2)
33

α
(2)
44

⎞
⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎝

2 Im
(
α

(1)
31

)
2 Im

(
�∗

aα
(2)
32

)
2 Im

(
α

(1)∗
31 + �aα

(2)∗
32 + �∗

cα
(2)
43

)
0

⎞
⎟⎟⎟⎟⎠. (A6)

(iv) At the third (m = 3) order, the solution of ρ
(3)
j1 (j = 1–3) can be obtained from the equation

⎛
⎜⎝

d21 �∗
a 0

�a d31 �∗
c

0 �c d41

⎞
⎟⎠

⎛
⎜⎝

ρ
(3)
21

ρ
(3)
31

ρ
(3)
41

⎞
⎟⎠ =

⎛
⎜⎝

α
(2)
23

α
(2)
33 − α

(2)
11

α
(2)
43

⎞
⎟⎠|�p|2�p +

⎛
⎜⎝

0

0

Nα

∫
r′V (r′ − r)α(1)∗

41 α
(2)
4141|�p(r′)|2�p(r)

⎞
⎟⎠, (A7)

where α
(2)
4141 can be obtained from the equation

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

d21 0 0 �∗
a 0 0

0 d31 0 �a 0 �∗
c

0 0 d41 − V/2 0 0 �c

�a �∗
a 0 d21 + d31 �∗

c 0

0 0 0 �c d21 + d41 �∗
a

0 �c �∗
c 0 �a d31 + d41

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

α
(2)
2121

α
(2)
3131

α
(2)
4141

α
(2)
2131

α
(2)
2141

α
(2)
3141

⎞
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=

⎛
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ρ
(0)
23 α

(1)
21(

ρ
(0)
33 − ρ

(0)
11

)
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(1)
31

ρ
(0)
43 α

(1)
41(

ρ
(0)
33 − ρ

(0)
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)
α

(1)
21 + ρ

(0)
23 α

(1)
31

ρ
(0)
23 α

(1)
41 + ρ

(0)
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(1)
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ρ
(0)
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)
α

(1)
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(0)
43 α

(1)
31
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. (A8)

(v) Expressions of α
(1)
21 , α

(1)
31 , and α

(1)
41 at the first order are obtained from Eq. (A4),

α
(1)
21 = [

(d31d41 − |�a|2)ρ (0)
23 + �∗

c�
∗
aρ

(0)
43 − d41�

∗
c

(
ρ

(0)
33 − ρ

(0)
11

)]/
D2, (A9a)

α
(1)
31 = [

d21d41
(
ρ

(0)
33 − ρ

(0)
11

) − d41�cρ
(0)
23 − d21�

∗
aρ

(0)
43

]
/D2, (A9b)

α
(1)
41 = [

(d21d31 − |�c|2)ρ (0)
43 + �c�aρ

(0)
23 − d21�a

(
ρ

(0)
33 − ρ

(0)
11

)]/
D2, (A9c)

where D2 = d21d31d41 − |�c|2d41 − |�a|2d21. Expressions of α
(2)
32 , α

(2)
42 , α

(2)
43 , and α

(2)
jj at the second order can be obtained from

Eq. (A5) and Eq. (A6). However, they are very lengthy and hence are omitted.

APPENDIX B: DESIGN OF PT -SYMMETRIC
OPTICAL POTENTIAL

The method of potential engineering proposed in Ref. [20]
can be exploited to get various 2D PT -symmetric optical
potentials for the present system, with steps given in the
following.

First, we note that the optical potential with PT symmetry
must satisfy the real condition at the origin ξ = η = 0, i.e.,
Vi (ξ = 0, η = 0) = 0. To get a PT -symmetric potential that
has balanced gain and loss in the whole space, we assume that
the Rabi frequencies of the control and assisted field are space
dependent, �c = �c(ξ, η) and �a = �a (ξ, η). Thus, if �c =
�c0 and �a = �a0 at (ξ, η) = (0, 0), the value of �3 can
be determined by solving the equation Vi (�c0,�a0,�3) = 0,
referred to as �3 = �30, and hence the values of �2 and �4

can also be determined.

Next, we expand Vr and Vi around �c = �c0 and �a =
�a0, i.e.,

Vr (�c,�a,�30) = Vr (�c0,�a0,�30) + R1,0(�c − �c0)

+R0,1(�a − �a0), (B1a)

Vi (�c,�a,�30) = I1,0(�c − �c0) + I0,1(�a − �a0),

(B1b)

where

Rm,n = ∂m+n

∂m�c∂n�a

Vr (�c,�a,�30)|�c=�c0,�a=�a0 ,

Im,n = ∂m+n

∂m�c∂n�a

Vi (�c,�a,�30)|�c=�c0,�a=�a0 .
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Note that we have truncated the expansions by neglecting high-order terms, which means that �c and �a are taken as weakly
space dependent.

Finally, in order to determine the profiles of �c(ξ, η) and �a (ξ, η), we solve the following equation:

R1,0(�c − �c0) + R0,1(�a − �a0) = VTr(ξ, η) − Vr (�c0,�a0,�30), (B3a)

I1,0(�c − �c0) + I0,1(�a − �a0) = VTi(ξ, η), (B3b)

where VT (ξ, η) denotes the target potential, which possesses PT symmetry. If Eq. (B3) can be solved, the PT -symmetric
potential will be obtained successfully.

Note that the potential engineering method described above provides an accurate PT symmetry only for small ξ . This imposes
a constraint on the choice of the width of the probe beam, which should be small enough so that the undesirable deviation from
the PT symmetry at large ξ can be avoided.
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