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it was 50 years ago.1 That isn’t to say that 
no progress has been made in cybersecurity; 
on the contrary, its advancement has been 
tremendous.

In the security community, when we say 
that a system is secure, we usually mean 
that the system is secure as long as our ad-
versary model and trust assumptions are 
satisfied. Thus, a careful balance must be 
kept when defining the adversary model 
and trust assumptions. For example, it’s as-
sumed in most existing handover authenti-
cation methods of mobile networks that the 

access points are trustworthy and would 
keep users’ privacy-related information con-
fidential. However, because such informa-
tion is extremely sensitive and coveted by 
many companies to improve their business, 
in many cases such an assumption might not 
be valid. Recently, a novel handover authen-
tication mechanism was proposed without 
such an assumption.2

In recent years, adversaries have found 
more opportunities for attacks due to the in-
creasing scale of networked devices and new 
applications, including cloud computing and 

The design guidance of cybersecurity attack-defense models has evolved 

and expanded slowly since the 1960s, and researchers have added more 

and more defense solutions into cyberspace to enforce those attack- defense 

models. Despite all these efforts, unfortunately, cyberspace is less  secure than
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smart grids. Also, adversaries have 
become more sophisticated, and use 
more advanced techniques to exploit 
security vulnerabilities. Yet, new se-
curity systems are still designed based 
on some traditional attack-defense 
models. Therefore, the cybersecu-
rity community needs to ask whether 
these models are still valid. With this 
in mind, here we review some prevail-
ing attack-defense models. We show 
that each model just provides more 
opportunities for security failures 
and requires a paradigm shift to be 
useful for designing effective security 
strategies. Accordingly, we report on 
some recently suggested changes to 
these models. At the same time, we 
identify new challenges and suggest 
directions for future work on attack-
defense models.

Single Point of Failure 
Model
Let’s begin by looking at the single 
point of failure model. This problem 
occurs in a conventional setting when 
one operational mistake or a single 
vulnerability is sufficient to disman-
tle the entire system. This is the so-
called single point of failure problem.

Single point of Failure problem 
from the Defender
In situations where the adversary pre-
dominates, the adversary can choose 
any weakness to attack while the de-
fender needs to guard against all pos-
sibilities. Often there are many single 
points of failure in a system.

The centralized control architec-
ture is commonly adopted by many 
cybersystems or cybersecurity sys-
tems due to its simplicity and effec-
tiveness. However, single-point failure 
is a generic problem of the central-
ized control architecture. For exam-
ple, a public key infrastructure suffers 
from the single point of failure due to 
the certification authority (CA). An 

 adversary can affect the whole sys-
tem by compromising the CA key. 
Another example is that, as Figure 1 
shows, arbitrated protocols can pres-
ent a vulnerable point for anyone try-
ing to subvert the network, because 
everyone in the network must trust 
the arbitrator. Besides centralized ar-
chitectures, distributed and peer-to-
peer architectures might also suffer 
from the single point of failure prob-
lem. For example, in Napster (see 
www.rhapsody.com/napster), which 
is a peer-to-peer file-sharing system, 
the process of locating a file is cen-
tralized, and this makes it vulnerable 
to a single point of failure.

The common characteristic of single 
points of failure is that an attack only 
needs to exploit a single vulnerability 
to compromise a system. Thus, defend-
ers have to find and eliminate every 
possible vulnerability to achieve per-
fect security. Accordingly, the prevail-
ing assumption is that security must 
be  integrated into every component, 
because components designed with-
out security might become a point of 

failure. Consequently, security needs 
to pervade every aspect of system de-
sign. Software engineers have tried to 
achieve this for the last 50 years and 
yet the problem still persists, because 
system designers often fail in detect-
ing all security vulnerabilities. That is, 
it’s quite difficult to make sure security 
has pervaded every aspect of a specific 
system design. For example, many seri-
ous security vulnerabilities of existing 
systems, such as the Microsoft Win-
dows operating system, are raised af-
ter they’re installed. Moreover, with 
the addition of more and more secu-
rity patches, the complex interactions 
between the new and existing codes 
just make the system more vulnerable 
to security threats. Also, typically each 
critical component is replicated to pre-
vent their failures from affecting the 
entire system. However, replicating the 
critical component simply increases 
the number of attack points. More-
over, it also  necessitates  complex 
 management tasks of keeping security 
information and strategies  consistent. 
For instance, the keying  materials 
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Figure 1. A schematic view of the arbitrated protocol. Because everyone in the 
network must trust the arbitrator, arbitrated protocols present a vulnerable point 
for anyone trying to subvert the network.
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stored on the replicated components 
should be consistent.

Shifting Single point of Failure 
problem from Defenders and 
Adversaries
Such a single point of failure problem 
should be shifted from defenders to 
adversaries. That is, it’s the adversary 
who should suffer from the single 
point of failure problem. In this case, 
the adversary must fight against any 
factor that prevents it from achieving 
its entire attack goal.

Recently, several researchers have 
begun to study how to shift the single-
point failure.3,4 For example, Sheng 
Xiao and his colleagues3 suggest us-
ing the adversary’s information loss to 
protect the system. In this approach, 
two wireless devices observe their 
regular link layer retransmissions and 
regularly update their shared secret 
key by hashing it with data packets 
that have been aired only once. This 
method relies on the fact that packet 
losses by an adversary are inevitable, 
and in the long run an adversary will 
miss a packet that has been received 
by the legitimate device; hence, the key 
will eventually be securely updated. 
In this case, the adversary must fight 
against any factor that might cause 
information loss. Associating system 
secrets with the communication pro-
cess imposes a single point of failure 
problem to the adversary. In the er-
ror-prone wireless communications, 
the adversary must eavesdrop on all 
wireless transmissions without any 
error in order to trace the system se-
cret updates. Xiao and his colleagues 
have built a prototype to implement 
their low-complexity algorithms over 
a wireless local area network (LAN) 
to show the efficiency in practice.3 
Another example is given in related 
work,4 where Xiao and Weibo Gong 
suggest using the randomness of user 
mobility in user-cloud communication 

to create a new credential type as the 
proof of user identity.

Suggestions on Shifting the 
Single point of Failure problem
To explore the single point of failure 
of the adversary, the defender can an-
alyze the adversary’s possible attack 
strategy set. Unfortunately, the full 
range of potential attack scenarios is 
too rich to generate manually. More-
over, its complexity bars direct anal-
ysis and evaluation of the potential 
impact of alternative countermeasures. 
To address these challenges, many au-
tomated security protocol model check-
ers, such as On-the-Fly Model-Checker 
(OFMC), Failures-Divergences Refine-
ment (FDR), Simple Promela Inter-
preter (SPIN), and Prism5 have been 
developed. Based on the technique of 
model checking, these tools can effec-
tively identify possible attacks on se-
curity protocols. For example, using 
a test-suite of 36 protocols, OFMC is 
able to identify almost all known at-
tacks and discover a new one in less 
than one minute of CPU time.6 Thus, a 
defender can first use such tools to au-
tomatically generate the possible attack 
strategies of adversaries, and then ex-
amine each attack strategy carefully to 
determine how to make it vulnerable to 
the single point of failure problem.

Moreover, all existing related works 
just focus on how to make use of com-
munication randomness to shift the 
single-point failure to ensure the se-
curity of wireless communication 
systems. Hence, for future work, re-
searchers are encouraged to study 
other ways to shift the single-point 
failure problem for different kinds of 
applications, and then based on these 
new models, to develop good security 
approaches for deployment in the real 
world. This is particularly important as 
we observe that, for efficiency, the new 
information and communication tech-
nologies tend to incur the single point 

of failure problem. For example, in the 
recently proposed software-defined 
networking (SDN) approach, net-
work intelligence is centralized in the 
controller. This means that once ad-
versaries can hack into to the control 
software, they can control the whole 
network.

For example, some aforementioned 
solutions3,4 involve simple techniques 
to shift the single point of failure prob-
lem based on communication random-
ness. This randomness increases the 
work factor for an adversary. A weak-
ness of such solutions is that the work 
factor of the defender is also propor-
tionally increased. Here, we use a body 
sensor network (BSN) as an example 
to illustrate another way of shifting the 
single-point failure without increasing 
the defender’s work factor. A BSN is a 
wireless network of biosensor nodes 
collecting personal health information 
(PHI) and delivering it to a handheld 
device, called the personal wireless hub 
(PWH). Secure transmission between 
biosensors and the PWH is important 
to ensure safe delivery and preserve 
privacy of PHI. However, the com-
monly adopted approach of using an 
encryption key for a long period of 
time suffers from the single point of 
failure problem. This is because once 
the encryption key is compromised, all 
previously transmitted PHI can be re-
vealed. To address this issue, the single-
point failure problem can be shifted 
to eavesdropping adversaries, because 
they face inevitable information loss 
for a couple of reasons. First, the trans-
mission range of biosensors is small 
because the PWH is usually nearby 
but, at the same time, the adversary 
can’t stay too close to the BSN in order 
not to be detected. Second, it’s difficult 
for the adversary to follow a patient’s 
random movement. A feasible way to 
shift the single point of failure problem 
is to constantly update an individual 
key using the collected PHI. This idea 
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is based on the observation that a pa-
tient’s PHI pattern is quite unique and 
provides a sufficient degree of random-
ness. Because PHI are readily available, 
this approach doesn’t increase the de-
fender’s work factor.

Interaction between 
Adversary and Defender: 
Passive Defensive or Active 
Defense?
Now, let’s look at other attack- 
defense methods.

passive and Static Defense
Many of the existing attack-defense 
methods tend to consider the adversary 
and defender separately. However, the 
decision to perform an attack is a trad-
eoff between the gain from a successful 
attack and the possible consequences of 
being caught. Therefore, cybersecurity 
isn’t static, but a dynamic confronting 
process between attack and defense. 
Unfortunately, traditional defense tech-
nologies depend mostly on the knowl-
edge of the adversary’s intentions, and 
hence can’t take into account the in-
teractions between the adversary and 
defender’s decisions. Especially, many 
current defense methods are passive in 
response to attacks and tend to be host-
based. Technologies such as vulnera-
bility scanners, certification and access 
control, traditional intrusion detection, 
firewalls, and antivirus software only 
passively record and prevent attacks 
by rules and configuration, but don’t 
 identify comprehensive intrusive plan-
ning and predict the next attack. For 
example, according to a set of rules, 
static packet filters on routers allow or 
deny specific traffic based on informa-
tion found in packet headers. As a re-
sult, traditional defense measures are 
insufficient to secure a complex cyber-
system, especially when current attacks 
are automated and intelligent.

Moving target defense has a better 
protection capability than static defense. 

It addresses the issue that a system op-
erates with a relatively static layout, 
and the configuration gives adversar-
ies a large window of opportunity to 
seek potential vulnerabilities by observ-
ing and probing the system. It changes 
the system’s configuration dynamically 
while maintaining the functionality and 
availability to authorized users. How-
ever, existing moving target defense so-
lutions are often designed to operate 
on a predefined mobility pattern or in 
a closed control loop. For example, the 
Intrusion Tolerance by Unpredictable 
Adaptation (ITUA) project makes use 
of a set of predefined control loops to 
respond to specific security events such 
as intrusion detection. Also, there are 
still many security weaknesses and ef-
ficiency problems in existing defense 
methods based on the concept of mov-
ing target. Here, we consider changing 
the Internet Protocol (IP) address as 
an example of moving target defense. 
To defeat distributed denial-of-service 
(DDoS) attacks, a simple approach is to 
invalidate the victim computer’s IP ad-
dress by changing it to a new one. This 
requires all Internet routers to be in-
formed before the change of IP address 
is completed and edge routers can drop 
the attacking packets. Moreover, the ad-
versary can render this solution a futile 
process through adding a domain name 
service tracing function to the DDoS at-
tack tools.

Active and Adaptive Defense
In recent years, although there has 
been some work on active defense 
technologies, including active intru-
sion response systems, compared to 
passive defense, active defense receives 
considerably little attention owing to 
the inherent complexity in developing 
and deploying active defense solutions 
in an automated fashion. Different 
from passive defense systems, active 
systems aim to minimize the damage 
done by the adversary and/or attempt 

to locate or harm the adversary. Here, 
we consider an intrusion-response 
system as an example. The notifica-
tion system mainly provides infor-
mation about the intrusion response. 
A manual intrusion-response system 
provides a higher degree of automa-
tion than a notification-only system 
and allows the system administrator 
to execute a response from a prede-
termined set of defense actions based 
on the reported attack information. 
As opposed to manual and notifica-
tion solutions, an automatic intrusion 
response system provides immediate 
response to the intrusion through an 
automated decision-making process. 
Although some current attack-defense 
systems (such as intrusion-detection 
systems) are greatly automated, au-
tomatic system support is still rather 
limited. On the other hand, some 
work has occurred on the develop-
ment of adaptive defense solutions. 
During the attack time, these methods 
can dynamically adjust the defense se-
lection to the changing environment 
in many ways, including adjustment 
of system resources devoted to de-
fense, such as activation of additional 
defense, or consideration of success 
and failure of defense actions previ-
ously made by the system.

Suggestions on Active Defense
In many cases, current passive and ac-
tive defense techniques act too late, 
after serious damage is already made. 
Attack prediction is critical for cy-
bersecurity. It’s better to make proac-
tive, real-time defense decisions during 
an earlier stage of an attack. In such 
a way, damage can be well-controlled 
without consuming a lot for resources. 
Obviously, such prediction is generally 
difficult and often relies on probability 
measures and analysis of current users 
or system behaviors.

In the dynamic face-off of attack-
ing and protecting, each side observes 
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the behaviors of the other side. To es-
tablish an effective security safeguard 
measure, defenders not only need to 
know vulnerabilities, but also to learn 
the intentions of adversaries from the 
observed behaviors. Only with com-
plete security information and knowl-
edge of intention can the security risk 
of overall cyberspace be roundly iden-
tified and evaluated, and effective de-
fense strategy be made accordingly. 
For example, by constructing an at-
tack scene and simulating the intrud-
ing process to estimate the adversary’s 
actual motivation and predict pos-
sible continuing actions, defenders 
can master the current safety situa-
tion and then establish security pol-
icy. There has been some work on 
red teaming and cyberdefense com-
petitions that attempt to achieve such 
goals. A security analyst’s main goal is 
to look at the range of possible plans/
actions an adversary might take. Un-
fortunately, often the collected intelli-
gence is sparse and it’s difficult for the 
analyst to initially find the adversary’s 
specific intent. Thus, the analyst must 
look at the range of possible plans/ac-
tions an adversary may take. As we 
mentioned, to solve these challenges, 
many tools (including some standard 
automated model checkers such as 
SPIN and PRISM) have been devel-
oped. Although proactive defense is 
a desired feature, often it’s difficult to 
guarantee 100 percent correctness of 
the triggered defense behavior.

In the attack and defense context, 
both the adversary and the defender 
make individual decisions for their 
strategies while seeking to maximize 
their conflicting objectives. This kind 
of decision is the optimal judgment 
for adversaries and defenders them-
selves in consideration of the oppo-
nents’ strategy spaces. Based on game 
theory,7 which is a method of studying 
strategic decision making, we can view 
the attack and defense behavior as a 

game process. Recently, theoretical 
gaming models have been proposed to 
evaluate cybersecurity and perform ac-
tive defense. The interactions between 
an adversary and defender are mod-
eled as a non-cooperative game. The 
adversary and the defender are the 
game players, in which each one tries 
to maximize its own payoff. The ad-
vantage of such a theoretical gaming 
approach over traditional ones is that 
it recognizes the strategic interaction 
between an adversary and a defender. 
Acquiring proper understanding of 
how to influence adversaries’ behavior 
is therefore a necessary step toward 
better security practices.

Obviously, defenders can be active 
and dynamic to adjust their defensive 
policies so as to achieve the most ef-
fective defense, according to the ad-
versary’s different strategies. From 
game theory, we know that systems 
of multiple optimizing participants 
will converge, at best, to a state called 
Nash equilibrium, which denotes best 
strategies for both the adversary and 
the defender. Security decisions—
which are arrived at by using such 
a theoretical gaming mechanism to 
help the defender allocate limited re-
sources—balance perceived risks, and 
take the underlying incentive methods 
into account.

Future Work for Active Defense
You might wonder whether active de-
fense is better than passive defense for 
all cases. The answer is no. One par-
ticular issue with active defense is that 
users need perfect knowledge of the 
adversary to make the defense sys-
tem work better. For example, in most 
game theoretic approaches, it’s as-
sumed that both the adversary and de-
fender know what the other can do. 
This requirement makes these methods 
inapplicable in some circumstances. 
On the other hand, the problem with 
a game theory point of view is that in 

some cases, the adversary can use de-
ception such as feint and counter-feint, 
so that the defender could never be 
sure of the adversary’s intention. In this 
case, similar to passive defense, cur-
rent active defense technologies don’t 
work well even if the defender has per-
fect knowledge of the adversary. Thus, 
future work on active defense should 
consider how to solve the aforemen-
tioned challenges.

Moreover, a good security protocol 
should follow multiple attack-defense 
models. This has the advantage of al-
lowing the protocol to take the best 
features of different models while 
downplaying the weaknesses inher-
ent in a given design. Therefore, an-
other direction of future work is the 
marriage of active defense and shift-
ing the single point of failure (from 
defenders to adversaries).

Is the Bastion Model or 
Defense-in-Depth Strategy 
Sufficient?
Next, let’s consider the pros and cons 
of having a single, strong defensive 
line versus multiple defense lines.

bastion Model
Currently, the most common model for 
cybersecurity is the Bastion model.1 It 
uses a single monolithic  solution to 
protect all critical assets. For example, 
deploying a single firewall between in-
siders and outsiders of an organiza-
tion’s computing resources is a Bastion 
design. Its supporters hope this fire-
wall will be the ultimate security filter 
and prevent anything evil from ever 
getting to their critical systems. This 
model is attractive because only one 
perimeter needs to be the focus of all 
security efforts, and if the defense wall 
is strong enough, it can provide good 
security. An analogy is the crown jew-
els in the Tower of London—they’ve 
never been stolen, yet people know ex-
actly where they are.
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Unfortunately, industry experience 
has shown that in most cases the Bas-
tion model suffers from the single 
point of failure problem. This is be-
cause even a strong defense strategy 
can only withstand targeted attacks 
up to a certain point—the point at 
which it becomes easier to achieve the 
attack goal by some other way. For 
example, no matter how good a data 
encryption system is, it won’t pre-
vent an adversary from going through 
someone’s garbage to obtain the infor-
mation. As stated by a recent report,8 
an analysis of 75 security incidents 
against control systems between 2002 
and 2006 shows that more than half 
the external attacks come through 
 secondary pathways such as dial-up 
connections, wireless systems, and 
mobile devices.

Defense-in-Depth Strategy
Instead of the Bastion model, some re-
searchers have suggested that defense-
in-depth is more appropriate. This 
refers to a defense strategy in which 
a unit forms multiple defense lines 
rather than defeating an adversary 
with a single, strong defensive line. 
From the point of view of “system 
reachability,” there are various levels 
of depth in a cybersystem’s architec-
ture. Here, we consider a power grid 
system as an example (see  Figure  2). 
Field devices such as meters and 
transformers are at the lowest level, 
communication infrastructures are 
at the intermediate level, and control 
systems are the highest level. A com-
ponent at a lower level is more easily 
grasped by adversaries. Higher levels 
include a smaller number of compo-
nents, but a fault at a high level results 
in greater damage than a fault at a 
lower level.

Compared to the Bastion model, a 
defense-in-depth approach has two 
advantages. On the one hand, as the 
adversary must spend many resources 

and a lot of time to occupy a terri-
tory, the attack will lose momentum 
during its launch. On the other hand, 
the method doesn’t rely on one secu-
rity mechanism, and thus there’s no 
single point of failure. That is, multi-
ple defense lines ensure that if one is 
broken, the others aren’t, or at least 
not in the same way. Here, we con-
sider a firewall as an example. The 
most common  location for a firewall 
is the boundary separating a LAN 
from the Internet. Because studies 
show that a large portion of network 
intrusions are carried out by insiders, 
companies and  organizations start to 
separate their LAN segments using in-
ternal firewalls in much the same way 
that they protect their LAN from the 
hostile Internet. The main disadvan-
tage of this solution is that it requires 
maintaining multiple devices and rule 
sets. This can add to both complex-
ity and cost. In general, the level of 
required security will determine the 
level of defense-in-depth.

Some Suggestions on bastion 
Model or Defense-in-Depth 
Strategy
With the defense-in-depth strategy, a 
cybersystem will prevent the adver-
sary who stays outside of the system 
from gaining access. However, this 

approach can’t prevent an adversary 
residing inside the system from launch-
ing an attack. Referring to Figure 2, an 
adversary might not be an outsider. He 
or she could be the system administra-
tor or a legitimate system user. Insider 
attacks are much more serious, espe-
cially in systems in which the different 
participants don’t trust one another. 
For instance, although the defense-in-
depth strategy is employed, system ad-
ministrators still have unencumbered 
(often unaccountable) access to all 
functions that could shut down sys-
tem operation or, worse yet, that could 
corrupt critical functions in an unde-
tectable manner.

Many techniques such as firewalls 
aren’t able to protect against internal 
users who might attack a cybersystem. 
More specifically, the most difficult at-
tack to protect against is legitimate us-
ers using their access for illegitimate 
purposes. Firewalls are helpless against 
such an attack. An attack that can dis-
guise itself to look like legitimate traf-
fic will be able to bypass many firewalls. 
To defer and mitigate insider threats, the 
system should have a fine-grained and 
accountable access control framework 
to strengthen its workforce communi-
cations, workforce accountability, inter-
nal monitoring, privacy-preserving, and 
information management capabilities.

Figure 2. Insider threats to the defense-in-depth approach in a power grid system. 
A component at a lower level is more easily grasped by adversaries. Higher levels 
include a smaller number of components, but a fault at a high level results in 
greater damage than a fault at a lower level.
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Designing such a good access con-
trol framework is a challenging issue. 
Currently, only preliminary solutions 
are available.9 A smart grid involves 
three parties—an electric utility com-
pany, consumers, and service pro-
viders. The creation of smart grids 
requires the household devices to be 
more intelligent and allows service 
providers to be involved in household 
power monitoring and management. 
These two factors bring new chal-
lenges in terms of security, privacy, 
and accountability. First, service pro-
viders must cope with free riders and 
malicious attacks. Second, it’s criti-
cal to protect consumer privacy, espe-
cially in contexts such as smart meter 
privacy. Depending on the roles and 
available resources, adversaries can 
be outsiders (such as eavesdroppers 
or other consumers) or insiders (such 
as service providers and the electric 
utility company). Third, accountabil-
ity is needed—that is, dishonest con-
sumers and inside attackers should be 
pinpointed with the cooperation of 

the law authority. In previous work, 
we showed that the existing privacy-
aware cryptographic primitives such 
as ring signature, blind signature, 
and group signature aren’t applica-
ble to achieve the aforementioned 
goal.9 Further, to solve such a chal-
lenge, we proposed modifying the key 
generation and tracing phases of the 
existing construction of a group sig-
nature to achieve a good access con-
trol framework.

Further work should follow some 
basic rules of security, such as least 
privilege and separation of duties. For 
example, the principle of least privi-
lege states that every program and 
every user of the system should only 
have access to the least amount of in-
formation and functions required to 
complete the job. Thus, we argue that 
a better approach might be a defense-
in-depth approach against outsider 
attacks and an access control frame-
work against insider attacks. It’s dif-
ficult to maintain a system’s security 
if most of the participants (especially 

system users and administrator) are 
involved in launching attacks, but 
with such an access control frame-
work it’s possible for legitimate par-
ticipants to detect that an attack is 
going on, and which participant is re-
sponsible for a specific attack.

To a great extent, the develop-
ment of security technologies 

is like an arms race. Because adver-
saries become more advanced, the 
attack-defense models used to pro-
tect cybersystems must advance at the 
same rate. This calls for a paradigm 
shift in the prevailing attack-defense 
models to make them more capable 
of repelling adversaries. Although no 
one can guarantee 100 percent secu-
rity in cyberspace, we can work to-
ward 100 percent risk acceptance. 
For example, frauds exist in current 
monetary systems: cash can be coun-
terfeited and checks altered. Yet these 
systems are still successful because 
the benefits and conveniences out-
weigh the losses. Thus, a good attack-
defense model must strike a balance 
between what’s possible and what’s 
acceptable. Work in this direction is 
still in its early stages, and we hope 
this article will stimulate further in-
terest from researchers. 
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