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One-Dimensional Optimal System and Similarity Reductions of Wu–Zhang Equation∗
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Abstract The one-dimensional optimal system for the Lie symmetry group of the (2+1)-dimensional Wu–Zhang
equation is constructed by the general and systematic approach. Based on the optimal system, the complete and
inequivalent symmetry reduction systems are presented in the form of table. It is noteworthy that a new Painlevé
integrable equation with constant coefficient is in the table besides the classic Boussinesq equation and the steady case
of the Wu–Zhang equation.
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1 Introduction

The (2+1)-dimensional Wu–Zhang (WZ) equation,[1]

describing the (2+1)-dimensional dispersive long waves is

ut + uux + vuy + wx = 0 , vt + uvx + vvy + wy = 0 ,

wt +(uw)x +(vw)y +
1

3
(uxxx +uxyy +vxxy +vyyy) = 0 , (1)

where w is the total water depth (w−1 being the wave el-

evation), (u, v) is the horizontal projection of the surface

velocity of water particle. Equation (1) is derived from the

Euler equation with a perturbation scheme under the as-

sumption that the amplitude of wave elevation is small and

the wave is long compared with the water depth (scaled

to be 1). It can be used to model the three-dimensional

behavior of solitary waves on the uniform layer of wa-

ter, such as oblique interaction, oblique reflection from

a vertical wall and turning in a cured channel. If the

waves propagate in only one-dimensional, e.g., along y

coordinate, Eq. (1) can be reduced to the classical Boussi-

nesq equation,[1−2] which is known to be integrable and

be equivalent to Broer–Kaup (BK) system[3] and a mem-

ber of Ablowitz–Kaup–Newell–Segur (AKNS) system.[4]

The investigation of the classical Boussinesq equation is

abundant.[5−8] However, Chen et al.[2] demonstrated that

the WZ equation has no Painlevé property. Moreover, to

our best knowledge, no integrable properties (such as Lax

Pair, Bäcklund transformation, Bi-Hamiltonian structure)

of the WZ equation have been reported. Therefore, the

classical method for solving integrable systems can not be

employed to study the WZ equation.

The symmetry method is a general method for treat-

ing different equations, no matter whether the equation

is integrable or not. The Lie symmetry analysis, basic

similarity reductions and some exact solutions of the WZ

equation (1) are provided in Ref. [9]. However, they only

considered the similarity reduction from the eight simple

infinitesimal generators. In order to obtain all inequiva-

lent reduction systems, the general linear combinations of

the infinitesimal generators should be considered. Thus,

among these combinations, which are suitable for reducing

the original equation? The effective, systematic approach

of dealing with this problem is to construct optimal sys-

tem.

The concept of optimal system can trace back to the

classification of group invariant solutions, which can re-

duce to the problem of classifying subgroups of full sym-

metry group under conjugation or the same classification

problems of subalgebras. A list of subalgebras forms an

optimal system if every subalgebra of a Lie algebra is

equivalent to a unique member of the list under some el-

ement of the adjoint representation.[10] Consequently, the

problem of determining the optimal system of group in-

variant solutions is converted to the classification prob-

lems of the adjoint representation of the symmetry group

on its Lie algebra. Ovsiannikov[11] proposed the construc-

tion of optimal system for the Lie algebra. The method

has been received extensive progress by Patera, Winter-

nitz, and Zassenhaus and many examples of optimal sys-

tems of subgroups for the important Lie groups of mathe-

matical physics were obtained.[12] For the one-dimensional
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optimal systems, the Ovsiannikov’s technique has been

used until Olver[10] gives a slightly different and elegant

technique. Olver constructed a table of adjoint operators

to simplify a general element in Lie algebra as much as

possible and applied the technique to the KdV equation

and the heat equation. Some examples of optimal sys-

tems can also be found in Refs. [13–21]. As we know,

if a list of {vα}α∈A is a one-dimensional optimal system,

it must satisfy two conditions: (i) Completeness — any

one-dimensional subalgebra is equivalent to some vα; (ii)

Inequivalence — vα and vβ are inequivalent for distinct

α and β. Recently, Hu and two of the authors[22] have

proposed a valid method for computing all the general in-

variants of one-dimensional Lie algebra, which include the

well-known Killing form. Based on the invariants, they

put forward a direct and effective algorithm to construct

one-dimensional optimal system, which can guarantee the

inequivalence as well as the completeness.

On the basis of the systematic algorithm,[22] we find

an optimal system of one-dimensional subalgebras of the

(2+1)-dimensional WZ equation, which is spanned by 15

inequivalent infinitesimal generators. The eight simple in-

finitesimal generators considered in Ref. [9] are proven to

be only equivalent to the four elements of our optimal sys-

tem. The complete and inequivalent symmetry reduction

systems are listed in Table 3, which include not only the

classic Boussinesq equation and the steady case of the WZ

equation (both of which have been derived in Ref. [9]), but

also a new Painlevé integrable equation. The Painlevé in-

tegrable equation can be reduced to Painlevé II equation

by way of the travelling wave method. There are also 12

variable coefficient reduction systems obtained.

The outline of this paper is as follows. In Sec. 2, briefly

reviewing the direct algorithm of one-dimensional optimal

system for the general symmetry algebra. In Sec. 3, we

apply the algorithm to the WZ equation, and construct

its one-dimensional optimal systems step by step. Then

comparing with the results in Ref. [9], Sec 4 is devoted to

list (1+1)-dimensional similarity reduction systems. Some

conclusions and discussions are given in the last section.

2 Review of Direct Algorithm of One-
Dimensional Optimal System

According to the process of Ref. [22], the algorithm

involves three steps:

Step 1 Calculation of the invariants

A real function φ on the Lie algebra g is called an in-

variant if φ(Adg(v)) = φ(v) for all v ∈ g and g ∈ G. If two

vectors v and w are equivalent under the adjoint action,

it is necessary that φ(v) = φ(w) for any invariant φ.

For the n-dimensional symmetry algebra g, taking

any subgroup g = eεw (w =
∑n

j=1 bjvj) to act on

v =
∑n

i=1 aivi, we have

Ad eεw(v) = e−εwv eεw = (a1v1 + · · · + anvn)

+ ε(Θ1v1 + · · · + Θnvn) + o(ε) , (2)

where Θi ≡ Θi(a1, . . . , an, b1, . . . , bn) (i = 1, . . . , n) can be

easily obtained from commutator table.

Equivalently, omitting vi one can rewrite Eq. (2) as

(a1, a2, . . . , an)

−→ (a1 + εΘ1, a2 + εΘ2, . . . , an + εΘn) + o(ε) . (3)

According to the definition of the invariant, it is necessary

that

φ(a1, a2, . . . , an) = φ(a1 + εΘ1 + o(ε), a2

+εΘ2 + o(ε), . . . , an + εΘn + o(ε)) . (4)

Taking the right of Eq. (4) Taylor expansion, there must

be

Θ1
∂φ

∂a1
+ Θ2

∂φ

∂a2
+ · · · + Θn

∂φ

∂an
= 0 (5)

for any bi. Then extracting the coefficients of all bi, N

(N 6 n) linear differential equations of φ are obtained.

By solving these equations, all invariants can be derived.

Step 2 Calculation of the adjoint transformation matrix

The second task is to construct the general adjoint

transformation matrix A, which is the product of the ma-

trix of the separate adjoint actions A1, A2, . . . , An.

Firstly, applying the adjoint action of v1 to v =
∑n

i=1 aivi and with the help of adjoint representation ta-

ble, we get

Ad eε1v1 (a1v1 + a2v2 + · · · + anvn)
.
= R1v1 + R2v2 + · · · + Rnvn , (6)

where Ri ≡ Ri(a1, a2, . . . , an, ε1) (i = 1, . . . , n). To be in-

tuitive, the formula (6) can be rewritten as the following

matrix form

v
.
= (a1, a2, . . . , an)

−→ (R1, R2, . . . , Rn) = (a1, a2, . . . , an)A1 . (7)

Similarly, we can construct the matrices A2, A3,

. . . , An of the separate adjoint actions of v2, v3, . . . , vn,

respectively. Then the general adjoint transformation ma-

trix A is the product of A1, A2, . . . , An taking in any order

A ≡ A(ε1, ε2, . . . , εn) = Ai1Ai2 · · ·Ain
, (8)

where i1, i2, . . . , in is any permutation of 1, 2, . . . , n. That

is to say, applying the most general adjoint action

Ad eεin
vin · · ·Ad e

εi1
vi1 to v, we get

v
.
= (a1, a2, . . . , an) −→ (ã1, ã2, . . . , ãn) . (9)

At this moment,

(ã1, ã2, . . . , ãn) = (a1, a2, . . . , an)A , (10)

or

(a1, a2, . . . , an) = (ã1, ã2, . . . , ãn)A . (11)

In fact, Eq. (10) (or Eq. (11)) can be regarded as n al-

gebraic equations with respect to ε1, . . . , εn. If it has

solutions with respect to ε1, . . . , εn, which means that
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v =
∑n

i=1 aivi is equivalent to ṽ =
∑n

i=1 ãivi under the ad-

joint action; Otherwise, which shows that v =
∑n

i=1 aivi

and ṽ =
∑n

i=1 ãivi are inequivalent.

Step 3 Classification of the finite-dimensional Lie alge-

bra g

(i) Scale the invariants

If two vectors v and w are adjoint equivalent, it is nec-

essary that φ(v) = φ(w) for any invariant φ. However, if

v = cw, where v and w are also equivalent, their corre-

sponding invariants satisfy φ(v) = c′φ(w) and it is usually

φ(v) 6= φ(w). To avoid the latter case, we firstly make

a scale to the invariant by adjusting the coefficients of

generators. Without loss of generality, one just needs to

consider values of the invariants to be 1, −1 and 0. To

illustrate the point more clearly, three remarks are given

as follow:

Remark 1 If the degree of the invariant is odd, φ(v) =

c2k+1φ(w) with v = cw are obtained, then the right c can

be selected to transform the positive (negative) invariant

into the negative (positive) one. So we only need to con-

sider two cases: φ = 0 and φ 6= 0 (for simplicity scaling it

to 1 or −1);

Remark 2 If the degree of the invariant is even (exclud-

ing zero), there is φ(v) = c2kφ(w) with v = cw, then we

cannot choose the right c to transform the positive (neg-

ative) invariant into the negative (positive) one. So we

should consider three cases: φ = 0, φ > 0 and φ < 0.

Without loss of generality, we let φ = 0, φ = 1 and

φ = −1;

Remark 3 Once one of the invariants is scaled (not zero),

the other invariants (if any) cannot be adjusted.

(ii) Select the representative elements

According to the different values of the invariants given

in step 1, we can choose the corresponding representa-

tive element in the simplest form named ṽ =
∑n

i=1 ãivi.

Then solving the adjoint transformation equation (10). If

Eq. (10) has solutions with respect to ε1, . . . , εn, it indi-

cated that the choose of representative element is right,

otherwise, we need reselect the proper one. Repeat the

process until all the cases are finished in step 1.

3 One-Dimensional Optimal System of WZ
Equation

The Lie algebra of infinitesimal symmetries for the WZ

equation is spanned by eight vector fields

v1 = ∂x , v2 = ∂y , v3 = ∂t , v4 = ∂u + t∂x ,

v5 = ∂v + t∂y , v6 = y∂x − x∂y + v∂u − u∂v ,

v7 = x∂x + y∂y + 2t∂t − u∂u − v∂v − 2w∂w ,

v8 = xt∂x+yt∂y+t2∂t+(x−ut)∂u+(y−vt)∂v−2wt∂w .(12)

Now consider the 8-dimensional symmetry algebra g

generated by {v1, v2, . . . , v8} in Eq. (12). Their commuta-

tor table is given in Table 1.

Table 1 The commutator table; the (i, j)-th entry is
[vi, vj ] = vivj − vjvi.

v1 v2 v3 v4 v5 v6 v7 v8

v1 0 0 0 0 0 −v2 v1 v4

v2 0 0 0 0 v1 v2 v5

v3 0 v1 v2 0 2v3 v7

v4 0 0 −v5 −v4 0

v5 0 v4 −v5 0

v6 0 0 0

v7 0 2v8

v8 0

Substituting v =
∑8

i=1 aivi and w =
∑8

i=1 bjvj into

Eq. (2) yields

Θ1 = a1b7 − a7b1 + a2b6 − a6b2 + a3b4 − a4b3 ,

Θ2 = −a1b6 + a6b1 + a2b7 − a7b2 + a3b5 − a5b3 ,

Θ4 = a1b8 − a8b1 − a4b7 + a7b4 + a5b6 − a6b5 ,

Θ5 = a2b8 − a8b2 − a4b6 + a6b4 − a5b7 + a7b5 ,

Θ3 = 2(a3b7 − a7b3) , Θ6 = 0 ,

Θ7 = a3b8 − a8b3 , Θ8 = 2(a7b8 − a8b7) . (13)

Substituting Eq. (13) into Eq. (5) and extracting the

coefficients of all bi, the equations about φ(a1, a2, . . . , a8)

are derived as

a3
∂φ

∂a1
+ a7

∂φ

∂a4
+ a6

∂φ

∂a5
= 0 ,

a3
∂φ

∂a2
− a6

∂φ

∂a4
+ a7

∂φ

∂a5
= 0 ,

a6
∂φ

∂a1
+ a7

∂φ

∂a2
+ a8

∂φ

∂a5
= 0 ,

a7
∂φ

∂a1
− a6

∂φ

∂a2
+ a8

∂φ

∂a4
= 0 ,

a4
∂φ

∂a1
+ a5

∂φ

∂a2
+ 2a7

∂φ

∂a3
+ a8

∂φ

∂a7
= 0 ,

a2
∂φ

∂a1
− a1

∂φ

∂a2
+ a5

∂φ

∂a4
− a4

∂φ

∂a5
= 0 ,

a1
∂φ

∂a4
+ a2

∂φ

∂a5
+ a3

∂φ

∂a7
+ 2a7

∂φ

∂a8
= 0 ,

a1
∂φ

∂a1
+ a2

∂φ

∂a2
+ 2a3

∂φ

∂a3
− a4

∂φ

∂a4

− a5
∂φ

∂a5
− 2a8

∂φ

∂a8
= 0 . (14)

Solving the above equations, one can obtain two basic

common invariants:

∆1 ≡ φ(a1, a2, . . . , a8) = a6 , (15)

∆2 ≡ φ(a1, a2, . . . , a8) = a2
7 − a3a8 . (16)

The Killing form of WZ equation is 3(a2
7 − a3a8) − a2

6,

which is just the combination of invariants ∆1 and ∆2.

The adjoint representation table is given in Table 2.



4 Communications in Theoretical Physics Vol. 66

Table 2 The adjoint representation table; the (i, j)-th entry gives Adexp(εvi)(vj).

Ad v1 v2 v3 v4 v5 v6 v7 v8

v1 v1 v2 v3 v4 v5 v6+εv2 v7−εv1 v8−εv4

v2 v1 v2 v3 v4 v5 v6−εv1 v7−εv2 v8−εv5

v3 v1 v2 v3 v4−εv1 v5 − εv2 v6 v7 − 2εv3 v8−εv7+ε2v3

v4 v1 v2 v3+εv1 v4 v5 v6+εv5 v7+εv4 v8

v5 v1 v2 v3+εv2 v4 v5 v6−εv4 v7+εv5 v8

v6 Cv1−Sv2 Sv1+Cv2 v3 Cv4−Sv5 Sv4+Cv5 v6 v7 v8

v7 eεv1 eεv2 e2εv3 e−εv4 e−εv5 v6 v7 e−2εv8

v8 v1+εv4 v2+εv5 v3+εv7+ε2v8 v4 v5 v6 v7 + 2εv8 v8

with
C = cos(ε) , S = sin(ε) .

Applying the adjoint action of vi (i = 1, . . . , 8) to v =
∑8

i=1 aivi respectively, we can easily obtain the matrices
A1, . . . , A8, which are shown in Appendix. Then the general adjoint transformation matrix A of the WZ equation is:

A = (aij)8×8 = A6A1A2A3A4A5A7A8

=





























cos(ε6) − sin(ε6) 0 ε8 cos(ε6) −ε8 sin(ε6) 0 0 0

sin(ε6) cos(ε6) 0 ε8 sin(ε6) ε8 cos(ε6) 0 0 0

0 ε5 1 0 ε5ε8 0 ε8 ε2
8

−ε3 cos(ε6) ε3 sin(ε6) 0 Ω cos(ε6) −Ω sin(ε6) 0 0 0

−ε3 sin(ε6) −ε3 cos(ε6) 0 Ω sin(ε6) Ω cos(ε6) 0 0 0

−ε2 Λ 0 −(ε5 + ε2ε8) ε8Λ 1 0 0

−Λ −Γ −2ε3 −ε8Λ ε5 − ε8Γ 0 1 − 2ε3ε8 2ε8Ω

ε3Λ ε3(ε2 + ε3ε5) ε2
3 −ΩΛ −Ω(ε2 + ε3ε5) 0 −ε3Ω Ω2





























, (17)

with
Λ = ε1 + ε4 + ε7 , Ω = 1 − ε3ε8 , Γ = ε2 + 2ε3ε5 . (18)

The adjoint transformation equation of the WZ equation is

(ã1, ã2, . . . , ã8) = (a1, a2, . . . , a8)A , (19)

with Eq. (17).
In the following, two invariants ∆1 and ∆2 will be made full use of to give a classification of the algebra g. Since

the degree of ∆1 is one, we can scale it to two cases by Remarks:
Case 1 ∆1 = 1, ∆2 = c2.

Here c2 is an arbitrary real constant.
Case 1.1 c2 > 0.

Under the above condition, choose a representative element: ṽ = v6 +
√

c2v7.
From ∆2 = a2

7 − a3a8 > 0, we know that a3, a7, a8 can not be all zeros simultaneously. Without loss of generality,
we only consider a8 6= 0. For a8 = 0 (a3 6= 0 or a7 6= 0), one can transform it into the case of a8 6= 0 by selecting the
appropriate εi (i = 1, . . . , 8) which are shown in Eq. (10).

When a8 6= 0, the general solution of ∆1 = 1, ∆2 = c2 is

a6 = 1 , a3 =
a2
7 − c2

a8
, (20)

where a1, a2, a4, a5, a7, a8 are arbitrary real constants.
Substituting ã6 = 1, ã7 =

√
c2, ã1 = ã2 = ã3 = ã4 = ã5 = ã8 = 0 with Eq. (20) into Eq. (19), one can find the

solution

ε1 = −ε4 − ε7 +
a2a4 − a1a5√

F
+

a2
4 + a2

5

a8

√
F

−
√

F

a8(c2 + 1)
, ε3 =

a7 −
√

c2

a8
,

ε2 =
a1a4 + a2a5√

F
− a7(a

2
4 + a2

5)

a8

√
F

+

√
c2F

a8(c2 + 1)
, ε5 =

√
F

c2 + 1
,

ε6 = atan2
(a5 + a4a7 − a1a8√

F
,
a4 + a2a8 − a5a7√

F

)

, ε8 = − a8

2
√

c2
,
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with

F = (a4 + a2a8 − a5a7)
2 + (a5 + a4a7 − a1a8)

2 , (21)

which obviously indicates F > 0. But F 6≡ 0, if not, there

must be all ai = 0 (i = 1, 2, . . . , 8), which is meaningless.

Case 1.2 c2 = 0.

From ∆2 = a2
7 − a3a8 = 0, we can divide it into the

following two cases:

(i) a3 = a7 = a8 = 0.

Now the general algebra becomes a1v1 +a2v2 +a4v4 +
a5v5 + v6, it can be easily converted into v6 for the solu-

tions

ε1 = −ε4−ε7+
a1a5−a2a4

a4

√

1+(a5/a4)2
,

ε2 =
a1a4+a2a5−ε3(a

2
4+a2

5)

a4

√

1+(a5/a4)2
,

ε5 =
a2
4+a2

5

a4

√

1+(a5/a4)2
, ε6 = arctan

(a5

a4

)

.

(ii) Not all a3, a7 and a8 are zeros. Without loss of

generality, let a8 6= 0.

When a8 > 0, choose the representative element:

ṽ = v3 + v6 and Eq. (19) has the solutions

ε1 = −ε4 − ε7 +
a2a4 − a1a5√

F
+

a2
4 + a2

5

a8

√
F

−
√

F

a8
,

ε2 =
a1a4 + a2a5√

F
− a7(a4

2 + a5
2)

a8

√
F

−
√

F

a8
,

ε3 =
a7 +

√
a8

a8
, ε5 =

√
F , ε8 =

√
a8 ,

ε6 = atan2
(a5 + a4a7 − a1a8√

F
,
a4 + a2a8 − a5a7√

F

)

.

When a8 < 0, choose the representative element:

ṽ = −v3 + v6 and Eq. (19) has the solutions

ε1 = −ε4 − ε7 +
a2a4 − a1a5√

F
+

a2
4 + a2

5

a8

√
F

−
√

F

a8
,

ε2 =
a1a4 + a2a5√

F
−a7(a4

2 + a5
2)

a8

√
F

+

√

F

−a8
,

ε3 =
a7 +

√−a8

a8
, ε5 =

√
F , ε8 = −

√
−a8 ,

ε6 = atan2
(a5 + a4a7 − a1a8√

F
,
a4 + a2a8 − a5a7√

F

)

.

Case 1.3 c2 < 0.

From ∆2 = a7
2 − a3a8 < 0, a3 and a8 must be the

same sign and not zero, now we have

a6 = 1 , a3 =
a2
7 − c2

a8
. (22)

(i) When a8 < 0 and c2 6= −1

Under the above condition, choose a representative el-
ement: ṽ = −(c2/χ)v3 + v6 + χv8, χ is an arbitrary con-

stant.

Firstly, we proof that when χ1/χ2 > 1, −(c2/χ1)v3 +

v6 + χ1v8 and −(c2/χ2)v3 + v6 + χ2v8 are equivalent.

In fact, owing to the definition of equivalent under the

adjoint action about vectors, as long as
(

0, 0,− c2

χ2
, 0, 0, 1, χ2

)

=
(

0, 0,− c2

χ1
, 0, 0, 1, χ1

)

A

has solutions with respect to ε1, . . . , εn, which means that

the former two vectors are equivalent. It is easy to find

that when χ1/χ2 > 1, the solutions are

ε1 = −ε4 − ε7 , ε2 = ε5 = 0 ,

ε3 =

√

c2χ2(χ2 − χ1)

χ1χ2
, ε8 =

√

c2χ2(χ2 − χ1)

c2
,

which mean that when χ takes different values, representa-

tive elements ṽ = −(c2/χ)v3 + v6 + χv8 are all equivalent.

In particular, let χ = c2, the representative element is

ṽ = v3 + v6 + c2v8.

Substituting ã3 = −1, ã6 = 1, ã8 = c2, ã1 = ã2 =

ã4 = ã5 = ã7 = 0 with Eq. (22) into Eq. (19), one can

find the solution

ε1 = −ε4−ε7+
a2a4−a1a5√

F
+

a2
4+a2

5

a8

√
F
−

√
F

a8(c2+1)
,

ε2 =
a1a4+a2a5√

F
−a7(a

2
4+a2

5)

a8

√
F

−
√

F (c2−a8)

a8(c2+1)
,

ε3 =
a7+

√
c2−a8

a8
, ε5 =

√
F

c2+1
, ε8 = −

√
c2−a8 ,

ε6 = atan2
(a5+a4a7−a1a8√

F
,
a4+a2a8−a5a7√

F

)

.

(ii) When a8 > 0 and c2 6= −1

Similar to (i), choose a representative element: ṽ =

v3 + v6 − c2v8 and the solutions are

ε1 = −ε4−ε7+
a2a4−a1a5√

F
+

a2
4+a2

5

a8

√
F
−

√
F

a8(c2+1)
,

ε2 =
a1a4+a2a5√

F
−a7(a

2
4+a2

5)

a8

√
F

+

√

F (c2+a8)

a8(c2+1)
,

ε3 =
a7−

√
c2+a8

a8
, ε5 =

√
F

c2+1
, ε8 = −

√
c2+a8 ,

ε6 = atan2
(a5+a4a7−a1a8√

F
,
a4+a2a8−a5a7√

F

)

.

(iii) When c2 = −1, we have

a6 = 1 , a3 =
a2
7 + 1

a8
. (23)

Substituting Eq. (23) into Eq. (19), then the equation is

as follows,

Θ1
∂Φ

∂a1
+Θ2

∂Φ

∂a2
+Θ4

∂Φ

∂a4
+Θ5

∂Φ

∂a5
+Θ7

∂Φ

∂a7
+Θ8

∂Φ

∂a8
=0, (24)

for any bi, where a3, a6 of Θ1, Θ2, Θ4, Θ5, Θ7, Θ8 are re-

placed by Eq. (23). Extracting the coefficients of all bi of

Eq. (24), the equations about Φ(a1, a2, a4, a5, a7, a8) are



6 Communications in Theoretical Physics Vol. 66

derived as

∂Φ

∂a1
+ a7

∂Φ

∂a2
+ a8

∂Φ

∂a5
= 0 ,

a1
∂Φ

∂a2
− a2

∂Φ

∂a1
− a5

∂Φ

∂a4
+ a4

∂Φ

∂a5
= 0 ,

a4
∂Φ

∂a1
+ a5

∂Φ

∂a2
+ a8

∂Φ

∂a7
= 0 ,

(1 + a2
7)

a8

∂Φ

∂a2
− ∂Φ

∂a4
+ a7

∂Φ

∂a5
= 0 ,

∂Φ

∂a2
− a7

∂Φ

∂a1
− a8

∂Φ

∂a4
= 0 ,

a1
∂Φ

∂a4
+ a2

∂Φ

∂a5
+

(1 + a2
7)

a8

∂Φ

∂a7
+ 2a7

∂Φ

∂a8
= 0 . (25)

Solving the above equations (25), one obtains a new in-

variant

∆3 =
F

a8
. (26)

Let ∆3 = c3, owing to F > 0 always holds, the sign of c3

and a8 are same, we have

a1 =
a5 + a4a7 ±

√
H

a8
, (27)

with

H = c3a8 − (a4 + a2a8 − a5a7)
2 . (28)

(i) When c3 > 0, choose a representative element:

ṽ =
√

c3v1 + v3 + v6 + v8 and the solutions are

ε3 =
a7 + δ1

a8
, ε8 = δ1 , ε6 = atan2

(a4+a2a8−a5a7+δ1

√
H

a8
√

c3
,

√
H−(a4+a2a8−a5a7)δ1

a8
√

c3

)

,

ε2 = (ε1+ε4+ε7)δ1−
δ2
1

√
c3

a8
− (a5a8−2a5+2a4δ1)

√
H+(a4+a2a8−a5a7)(−a4a8+2a4+2a5δ1)

a2
8

√
c3

,

ε5 = δ1
√

c3 − a8(ε1 + ε4 + ε7) +
(a4 + a5δ1)

√
H − (a4 + a2a8 − a5a7)(a4δ1 − a5)

a8
√

c3
,

with δ1 =
√

a8 − 1.
(ii) When c3 = 0, choose a representative element: ṽ = v3 + v6 + v8 and the solutions are

ε3 =
a7+δ1

a8
, ε8 = δ1 , ε5 = −a8(ε1+ε4+ε7)+

a8(a1a7−a2) cos(ε6)+a8(a1+a2a7) sin(ε6)

1+a2
7

,

ε2 = (ε1+ε4+ε7)δ1−
[(a1a7−a2)δ1−a1−a2a7)] cos(ε6)+[(a1+a2a7)δ1−a2+a1a7] sin(ε6)

1+a2
7

.

Notice Obviously, the above case (ii) is the special case of (i).
(iii) When c3 < 0, choose a representative element: ṽ = −√−c3v1 − v3 + v6 − v8 and the solutions are

ε3 =
a7 + δ2

a8
, ε8 = −δ2 , ε6 = atan2

(

−a4+a2a8−a5a7+δ2

√
H

a8
√−c3

,
(a4+a2a8−a5a7)δ2

√
H

a8
√−c3

)

,

ε2 = (ε1+ε4+ε7)δ2−
δ2

2√−c3

a8
+

(a4+a2a8−a5a7)(a4a8+2a4+2a5δ2)−(a5a8+2a5−2a4δ2)
√

H

a2
8

√−c3
,

ε5 = δ2

√
−c3 − a8(ε1 + ε4 + ε7) +

(a4 + a2a8 − a5a7)(a4δ2 − a5) − (a4 + a5δ2)
√

H

a8
√−c3

,

with δ2 =
√
−a8 − 1.

Case 2 ∆1 = 0, ∆2 = c2.

Since the degree of ∆2 = a2
7−a3a8 is two, we can scale

it to three cases:

Case 2.1 c2 = 1.

Owing to a2
7−a3a8 = 1, not all a3, a7 and a8 are zeros.

Without loss of generality, let a8 6= 0, we have

a6 = 0 , a3 =
a2
7 − 1

a8
. (28)

Under the above condition, choose the representative ele-

ment: ṽ = v7.

Substituting ã7 = 1, ã1 = ã2 = ã3 = ã4 = ã5 = ã6 =

ã8 = 0 with Eq. (28) into these equations, one can find

the solution

ε1 = −ε4 − ε7 +
a2a4 − a1a5√

G
, ε3 =

a7 − 1

a8
,

ε5 =
√

G , ε8 = −a8

2
,

ε2 =
a1a4 + a2a5√

G
− a7(a

2
4 + a2

5)

a8

√
G

+

√
G

a8
,

ε6 = atan2
(a4a7 − a1a8√

G
,
a2a8 − a5a7√

G

)

,

with

G = (a1a8 − a4a7)
2 + (a2a8 − a5a7)

2 . (29)

Case 2.2 c2 = −1.
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Owing to a2
7 − a3a8 = −1, let a8 6= 0, we have

a6 = 0 , a3 =
a2
7 + 1

a8
. (30)

Similar to Case 1.3(i),
(i) when a8 > 0, choose a representative element: ṽ =

v3 + v8, one can find the solution

ε1 = −ε4 − ε7 +
a2a4 − a1a5√

G
, ε3 =

a7 +
√

a8 − 1

a8
,

ε5 = −
√

G , ε8 =
√

a8 − 1 ,

ε2 =
a1a4 + a2a5√

G
−a7(a

2
4 + a2

5)

a8

√
G

+

√
a8 − 1

√
G

a8
,

ε6 = atan2
(a4a7 − a1a8√

G
,
a2a8 − a5a7√

G

)

.

(ii) when a8 < 0, choose a representative element:
ṽ = −v3 − v8, one can find the solution

ε1 = −ε4 − ε7 +
a2a4 − a1a5√

G
, ε3 =

a7 +
√−a8 − 1

a8
,

ε5 = −
√

G , ε8 =
√
−a8 − 1 ,

ε2 =
a1a4 + a2a5√

G
−a7(a

2
4 + a2

5)

a8

√
G

+

√−a8 − 1
√

G

a8
,

ε6 = atan2
(a4a7 − a1a8√

G
,
a2a8 − a5a7√

G

)

.

It is not difficult to find that v3 + v8 and −v3 − v8 are
equivalent.
Case 2.3 c2 = 0.

From a2
7 − a3a8 = 0, it can be divided into two cases:

Case 2.3.1 a3 = a7 = a8 = 0.
Like Case 1.3(iii), we get the new invariant

∆4 = a1a5 − a2a4 . (31)

Since the degree of ∆4 is two, there are three cases as
follows:

(i) ∆4 = 1.
Now the general algebra becomes a1v1 +a2v2 +a4v4 +

a5v5, it can be easily converted into v1 + v5 for the solu-
tions

ε3 =
a4 + a2(a

2
4 + a2

5) −
√

a2
5(a

2
4 + a2

5 − 1)

a5(a2
4 + a2

5)
, ε8 = −

√

a2
5(a

2
4 + a2

5 − 1)

a5
,

ε6 = atan2

(−a4 +
√

a2
5(a

2
4 + a2

5 − 1)

a2
4 + a2

5

,
a2
5 + a4

√

a2
5(a

2
4 + a2

5 − 1)

a5(a2
4 + a2

5)

)

.

(ii) ∆4 = −1.
Now the general algebra becomes a1v1 + a2v2 + a4v4 + a5v5, it can be easily converted into v1 − v5 for the solutions

ε3 =
−a4 + a2(a

2
4 + a2

5) −
√

a2
5(a

2
4 + a2

5 − 1)

a5(a2
4 + a2

5)
, ε8 = −

√

a2
5(a

2
4 + a2

5 − 1)

a5
,

ε6 = atan2

(

a4 +
√

a2
5(a

2
4 + a2

5 − 1)

a2
4 + a2

5

,
−a2

5 + a4

√

a2
5(a

2
4 + a2

5 − 1)

a5(a2
4 + a2

5)

)

.

(iii) ∆4 = 0.
Not all a1, a4, a7, a8 are zeros, the general algebra becomes a1v1 + a2v2 + a4v4 + a5v5 can be easily converted

into v1 for the solutions

ε3 =
a2(a

2
4 + a2

5)−a5

√

a2
4 + a2

5

a5(a2
4 + a2

5)
, ε8 = −

√

a2
4 + a2

5 , ε6 = atan2

(

a5
√

a2
4 + a2

5

,
a4

√

(a2
4 + a2

5)

)

.

Case 2.3.2 Not all a3, a7 and a8 are zeros. Without loss

of generality, supposing a8 6= 0, we have

a6 = 0 , a3 =
a2
7

a8
. (32)

Like Case 1.3(iii), we get the new invariant

∆5 =
G

a8
. (33)

Owing to G > 0, the sign of ∆5 and a8 are the same.

Since the degree of ∆5 is three, we can scale it to two

cases:

(i) ∆5 = 1. This time a8 > 0 and we derive

a1 =
a4a7 ±

√

a8 − (a2a8 − a5a7)2

a8
, (34)

choose the representative element: ṽ = ±v1 + v3 + v7 + v8

and the solutions are

ε1 = −ε4 − ε7 ±
1 − a2a5√

a8
± 1

a8

± a2
5a7 ∓ a4

√

a8 − (a5a7 − a2a8)2

a
3/2
8

,

ε3 =
1√
a8

+
a7

a8
,

ε5 = −ε2
√

a8 ± a2a4

∓ a5(a4a7 ±
√

a8 − (a5a7 − a2a8)2)

a8
,

ε6 = atan2

(

a5a7 − a2a8√
a8

,−
√

a8 − (a5a7 − a2a8)2

a8

)

,
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ε8 = 1 +
√

a8 ,

and we can easily prove that v1 + v3 + v7 + v8 and
−v1 + v3 + v7 + v8 are equivalent.

(ii) ∆5 = 0.
Owing to a8 6= 0, we obtain

a3 =
a2
7

a8
, a1 =

a4a7

a8
, a2 =

a5a7

a8
, (35)

when a8 > 0, the general algebra can be converted into
ṽ = v3 with

ε1 =
a4 cos(ε6) + a5 sin(ε6) − a8(ε4 + ε7)

a8
,

ε3 =
a7 ±

√
a8

a8
,

ε2 =
a5 cos(ε6) − a4 sin(ε6) ∓

√
a8ε5

a8
, ε8 = ±√

a8 .

Meanwhile, the case of a8 < 0 is equivalent to ṽ = −v3

for the solution

ε1 =
a4 cos(ε6) + a5 sin(ε6) − a8(ε4 + ε7)

a8
,

ε3 =
a7 ±

√−a8

a8
,

ε2 =
a5 cos(ε6) − a4 sin(ε6) ∓

√−a8ε5

a8
, ε8 = ∓

√
−a8 .

It is easy to find that v3 and −v3 are equivalent.
To summarize, an optimal system of one-dimensional

subalgebras of the (2+1)-dimensional WZ equation is pro-
vided by those generated by

(i) v6 +
√

c2v7 (c2>0) , (ii) v6 , (iii) v3 + v6 ,

(iv) − v3 + v6 , (v) − v3 + v6 + c2v8 (c2<0, c2 6=−1) ,

(vi) v3 + v6 − c2v8(c2<0, c2 6=−1) ,

(vii)
√

c3v1 + v3 + v6 + v8 (c3>0) ,

(viii)
√
−c3v1 + v3 − v6 + v8 (c3<0) ,

(ix) v7 , (x) v3+v8 , (xi) v1 +v5 , (xii) v1−v5 ,

(xiii) v1 , (xiiii) v1 + v3 + v7 + v8 , (xv) v3 . (36)

Obviously, four infinitesimal generators v2, v4, v5 and v8

do not appear in our optimal system. In fact, such gen-
erators are equivalent to one of Eq. (36) via the adjoint
transformation equation (19)

For v2 : v2 ∼ v1,
(

ε6 = −π

2
, ε8 = 0

)

, (37)

For v4 and v5 : v5 ∼ v4,
(

ε3 = 0, ε6 =
π

2

)

∼ −v1 − v4, (ε3 = 1, ε6 = π)

∼ v1, (ε3 = 1, ε6= π, ε8 = 1) , (38)

For v8 : v8 ∼ v3 + v7 + v8, (ε1 = −ε4 − ε7,

ε2 = ε5, ε3 = −1, ε8 = 0)

∼ v3, (ε1 = −ε4 − ε7,

ε2 = ε5, ε3 = 0, ε8 = −1) . (39)

Therefore, the similarity reductions, which are reduced
from eight simple infinitesimal generators in Ref. [9], are
only equivalent to the ones generated by four generators
v1, v3, v6, and v7.

4 (1+1) Similarity Reduction
Based on the optimal system, the similarity variables

can be obtained by solving the characteristic equations.
Taking the similarity variables as new variables, the WZ
equation can be reduced to a system of PDEs with two
independent variables ξ and η and three dependent vari-
ables P , Q and R. Apart from the symmetry reductions of
generators vj (j = 1, . . . , 8), the complete and inequivalent
similarity reduction systems are presented in the following
table.

Compared to the reduction results in Ref. [9], there are
more reductions as well as four cases (v1, v3, v6 and v7) as
we show in Sec. 3. This fact intensively suggests the neces-
sity of finding the optimal system for a given differential
system, and more importantly, the basic structure of Lie
algebra can be derived.

For the purpose of illustration, we only focus on three
sets of constant coefficient differential equations generated
by v1, v3 and v1 + v3 + v7 + v8 in Table 3. The reduction
equation from v1 (to which v4 is equivalent) is the classi-
cal Boussinesq equation, and v3 (to which v8 is equivalent)
corresponds to the steady case of WZ equation. Some ex-
act special solutions for both reduction systems have been
discussed in Ref. [9].

In the following, we consider the reduction system gen-
erated by the vector v1 + v3 + v7 + v8,

PPξ + QPη + Rξ = 0 ,

PQξ + QQη + Rη = 0 ,

(PR)ξ + (QR)η +
1

3
(Pξξξ + Pξηη + Qηηη + Qξξη) = 0 .(40)

With Weiss–Tabor–Carnevale (WTC) method, we demon-
strate that Eqs. (40) passes the Painlevé test, which
is, apart from the classical Boussinesq equation and the
steady case of the WZ equation, another new reduction
equation with the property of Painlevé integrability. We
further study the traveling wave reduction of Eqs. (40),
namely, the similarity variable read z = ξ + kη with arbi-
trary nonzero constant k. Then Eqs. (40) become a system
of ODEs as follows:

(P − kQ)P ′ + R′ − 1 = 0 , (P − kQ)Q′ − kR′ = 0 ,

k2 + 1

3
(P ′′′−kQ′′′)+ (P ′−kQ′)R+(P −kQ)R′ = 0 , (41)

where ′ ≡ d/dz. After the simple calculation, Eqs. (41)
are written as

R = −F 2 + 2(λ1 − z)

2(1 + k2)
, Q′ =

k

k2 + 1

( 1

F
− F ′

)

, (42)

F ′′ − 3F 3

2(k2 + 1)2
+

3(z − λ1)F

(k2 + 1)2
+

λ2

k2 + 1
= 0 , (43)

with F = P − kQ and λ1, λ2 are integrable constants.
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Table 3 Reduction of the WZ equation.

Case Similarity variables Reduced equations

(i) v6 +
√

c2v7 ξ = − y cos(s)+x sin(s)√
t

, η = x cos(s)−y sin(s)√
t

, Q −ξPη+ηPξ +
√

c2[(ξ +2P )Pξ+ (η −2Q)Pη + 2Rξ + P ]=0,

(c2 > 0) P = (v cos(s) + u sin(s))
√

t, s = ln t
2
√

c2
, P +ξQη− ηQξ−

√
c2[(ξ + 2P )Qξ+ (η −2Q)Qη−2Rη + Q]=0,

Q = (u cos(s)−v sin(s))
√

t, R = tw 1
2
(ξRη−ηRξ) −

√
c2
2

(ξRξ + ηRη) −√
c2[R + (PR)ξ − (QR)η ]

−
√

c2
3

(Pξξξ+Pξηη−Qηηη−Qξξη) = 0

(ii) v6 ξ = x2 + y2, η = t, R = w, Pη + 2QPξ = 0, ξ(Qη + 2QQξ + 2ξRξ) − (P 2 + Q2) = 0,

P = uy − vx, Q = ux + vy Rη + 2(RQ)ξ + 8
3
(Qξξ + ξQξξξ) = 0

(iii) v3 + v6 ξ = x sin(t)+y cos(t), η = x cos(t)−y sin(t), (P+η)Qξ+(Q − ξ)Qη+Rη+P = 0,

P = u sin(t)+v cos(t), Q = u cos(t)−v sin(t), (P + η)Pξ + (Q − ξ)Pη + Rξ − Q = 0,

R = w (PR)ξ + (QR)η + ηRξ − ξRη

+ 1
3
(Pξξξ + Pξηη + Qηηη + Qξξη) = 0

(iv) −v3 + v6 ξ = y cos(t)−x sin(t), η = x cos(t)+y sin(t), (P − η)Qξ + (Q + ξ)Qη + Rη − P = 0,

P = v cos(t)−u sin(t), Q = u cos(t)+v sin(t), (P − η)Pξ + (Q + ξ)Pη + Rξ + Q = 0,

R = w (PR)ξ + (QR)η − ηRξ + ξRη

+ 1
3
(Pξξξ + Pξηη + Qηηη + Qξξη) = 0

(v) −v3 + v6 + c2v8 ξ = y cos(s)−x sin(s)√
1−c2t2

, η = y sin(s)+x cos(s)√
1−c2t2

, (Q − η)Pξ + (P + ξ)Pη + Rη − Q − c2η = 0,

(c2 < 0, c2 6= −1) P =
[u+c2t(x−ut)] cos(s)+[v+c2t(y−vt)] sin(s)√

1−c2t2
, (Q − η)Qξ + (P + ξ)Qη + Rξ + P − c2ξ = 0,

Q =
[v+c2t(y−vt)] cos(s)−[u+c2t(x−ut)] sin(s)√

1−c2t2
, (QR)ξ + (PR)η + ξRη − ηRξ

R = w(1 − c2t2), s =
arctan(

√
−c2t)√

−c2
+ 1

3
(Pηηη + Pξξη + Qξξξ + Qξηη) = 0

(vi) v3 + v6 − c2v8 ξ = y cos(s)+x sin(s)√
1−c2t2

, η = x cos(s)−y sin(s)√
1−c2t2

, (Q + η)Pξ + (P − ξ)Pη + Rη + Q − c2η = 0,

(c2 < 0, c2 6= −1) P = [u+c2t(x−ut)] cos(s)−[v+c2t(y−vt)] sin(s)√
1−c2t2)

, (Q + η)Qξ + (P − ξ)Qη + Rξ − P − c2ξ = 0,

Q =
[v+c2t(y−vt)] cos(s)+[u+c2t(x−ut)] sin(s)√

1−c2t2
, (QR)ξ + (PR)η − ξRη + ηRξ

R = w(1 − c2t2), s = arctan(
√

−c2t)√
−c2

+ 1
3
(Pηηη + Pξξη + Qξξξ + Qξηη) = 0

(vii)
√

c3v1+v3+v6+v8 ξ =
2y+2xt−√

c3t2

2(1+t2)
, R = w(1+t2), (Q−η)Qξ+(P+

√
c3)Qη+Rξ + P = 0,

(c3 > 0) η =
√

c3
2

arctan(t)+
−2x+2yt+

√
c3t

2(1+t2)
, (Q − η)Pξ + (P +

√
c3)Pη + Rη − 2(Q − η) = 0,

P = −u + vt +
y+2xt−(y+

√
c3)t2√

1+t2
, (QR)ξ+(PR)η−ηRξ+

√
c3Rη

Q = v+ut+
√

c3
2

arctan(t)− (2y+2xt+
√

c3)t√
2(1+t2)

+ 1
3
(Pηηη+Pξξη+Qξξξ+Qξηη) = 0

(viii)
√
−c3v1+v3−v6+v8 ξ = 2y−2xt+

√
−c3t2

2(1+t2)
, R = w(1+t2), (Q−η)Qξ+(P−

√
−c3)Qη+Rξ+P = 0,

(c3 < 0) η =
√

−c3
2

arctan(t)+ 2x+2yt−
√

−c3t

2(1+t2)
, (Q − η)Pξ + (P −

√
−c3)Pη + Rη − 2(Q − η) = 0,

P = u + vt +
y−2xt−(y−

√
−c3)t2√

1+t2
, (QR)ξ+(PR)η−ηRξ−

√
−c3Rη

Q = v−ut+
√

c3
2

arctan(t)− (2y+2xt+
√

c3)t√
2(1+t2)

+ 1
3
(Pηηη+Pξξη+Qξξξ+Qξηη) = 0

(ix) v7 ξ = x√
t
, η = y√

t
, P = u

√
t, (ξ − 2P )Pξ + (η − 2Q)Pη + P − 2Rη = 0,

Q = v
√

t, R = wt (ξ − 2P )Qξ + (η − 2Q)Qη + Q − 2Rη = 0,

(Pξ+Qη−1)R− 1
2
[(η−2Q)Rη+(ξ−2P )Rξ]

+ 1
3
(Pξξξ+Pξηη+Qηηη+Qξξη) = 0

(x) v3 + v8 ξ = x√
t2+1

, η = y√
t2+1

, R = w(t+1)2, ξ + Rξ + PPξ + QPη = 0, η + Rη + PQξ + QQη = 0,

P = u+ut2−xt√
t2+1

, Q = v+vt2−yt√
t2+1

(P−η)Rξ+(Q+ξ)Rη+(Pξ+Qη)R

+ 1
3
(Pξξξ+Pξηη+Qηηη+Qξξη) = 0

(xi) v1 + v5 ξ = t, η = y − tx, (1 + Q − ξP )Pξ − ξRξ = 0, (1 + Q − ξP )Qξ + Rξ + P = 0,

P = u, Q = v − x, R = w (Qη −ξPη)R+ (Q −ξP )Rη+ Rξ− ξ2+1
3

(ξPηηη + Qηηη)= 0

(xii) v1 − v5 ξ = t, η = y + tx, Pξ+ (ξP + Q)Pη +ξRη =0, Qξ+ (ξP + Q)Qη + Rη− P =0,

P = u, Q = v + x, R = w (Qη+ ξPη)R+ (Q +ξP )Rη+ Rξ + ξ2+1
3

(ξPηηη+ Qηηη)=0

(xiii) v1 ξ = y, η = t, Pη + QPξ = 0, Qη + QQξ + Rξ = 0,

P = u, Q = v, R = w Rη+ (QR)ξ + 1
3
Qξξξ =0

(xiiii) v1+v3+v7+v8 ξ = 1+2x+2xt

2(t+1)2
, η = − y

t+1
, R = w(t+1)2, Pξ + QQξ − RQη − 1 = 0, QRξ − RRη − Pη = 0,

P = x−u(t+1)+ 1
t+1

, Q = y−v(t+1) (PR)ξ−(QR)η+ 1
3
(Pξξξ+Pξηη−Qηηη−Qξξη) = 0

(xv) v3 ξ = x, η = y, PPξ + QPη + Rξ = 0, PQξ + QQη + Rη = 0,

P = u, Q = v, R = w (PR)ξ + (QR)η + 1
3
(Pξξξ + Pξηη + Qηηη + Qξξη) = 0
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Note that the last equation (43) is nothing but

Painlevé II equation.

Another 12 variable coefficient reduction systems may

have many interesting properties, which we do not discuss

here.

5 Conclusion and Discussion

On the basis of the general and systematic approach

which is based on commutator relations, adjoint matrix

and the invariants, we construct the optimal system of

one-dimensional subalgebras of the full symmetry algebra

for (2+1)-dimensional WZ equation. This optimal sys-

tem consists of 15 inequivalent subalgebras. Based on the

optimal system, the complete and inequivalent symme-

try reduction systems are presented in the form of table,

which consist of 3 constant coefficient reduction systems

and 12 variable coefficient equations. Apart from the clas-

sic Boussinesq equation reduced from v1 and the steady

case of the WZ equation reduced from v3 have been de-

rived in Ref. [9], a new Painlevé integrable equation with

constant coefficient reduced from v1 + v3 + v7 + v8 are ob-

tained, which can be reduced to Painlevé II equation by

means of the traveling wave reduction.

In the future work, we will consider the following two

aspects:

(i) For (2+1)-dimensional PDEs, two-dimensional op-

timalizations exist. The construction of two-dimensional

optimal systems of the (2+1)-dimensional WZ equation

should be discussed. Such optimal systems can directly

reduce the original equation to the ordinary differential

equation.

(ii) Many (2+1)-dimensional PDEs have symmetries

with arbitrary functions, i.e. their symmetries form

infinite-dimensional Lie algebra. We will discuss the opti-

mal systems of the infinite-dimensional algebra in the next

work.

Appendix: The Adjoint Representation

With the help of the adjoint representation Table 2,

applying the adjoint action of v1 to

v = a1v1 + a2v2 + a3v3 + a4v4 + a5v5

+ a6v6 + a7v7 + a8v8 , (44)

we have

Ad eε1v1 (a1v1 + a2v2 + a3v3 + a4v4

+ a5v5 + a6v6 + a7v7 + a8v8)

= (a1 − ε1a7)v1 + (a2 + ε1a6)v2

+ a3v3 + (a4 − ε1a8)v4

+ a5v5 + a6v6 + a7v7 + a8v8

= (a1, a2, . . . , a8) · A1 · (v1, v2, . . . , v8)
T . (45)

According to Eq. (10), it is easy to obtain

A1 =

































1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 ε1 0 0 0 1 0 0

−ε1 0 0 0 0 0 1 0

0 0 0 −ε1 0 0 0 1

































. (46)

Similarly, the other matrices of the separate adjoint ac-

tions of the vectors v2, . . . , v8 are found as follows:

A2 =































1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

−ε2 0 0 0 0 1 0 0

0 −ε2 0 0 0 0 1 0

0 0 0 0 −ε2 0 0 1































, A3 =































1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

−ε3 0 0 1 0 0 0 0

0 −ε3 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 −2ε3 0 0 0 1 0

0 0 ε2
3 0 0 0 −ε3 1































, (47)

A4 =































1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 ε4 0 0 0 1 0 0

−ε4 0 0 0 0 0 1 0

0 0 0 −ε4 0 0 0 1































, A5 =































1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 ε5 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 −ε5 0 1 0 0

0 0 0 0 ε5 0 1 0

0 0 0 0 0 0 0 1































, (48)
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A7 =































1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 ε7 0 0 0 1 0 0

−ε7 0 0 0 0 0 1 0

0 0 0 −ε7 0 0 0 1































, A8 =































1 0 0 ε8 0 0 0 0

0 1 0 0 ε8 0 0 0

0 0 1 0 0 0 ε8 ε2
8

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 2ε8

0 0 0 0 0 0 0 1































, (49)

A6 =































cos(ε6) − sin(ε6) 0 0 0 0 0 0

sin(ε6) cos(ε6) 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 cos(ε6) − sin(ε6) 0 0 0

0 0 0 sin(ε6) cos(ε6) 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1































. (50)
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