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a b s t r a c t 

We study the problem of scheduling tasks onto a heterogeneous multi-core processor platform for 

makespan minimization, where each cluster on the platform has a probability of failure governed by 

an exponential law and the processor platform has a thermal constraint specified by a peak temperature 

threshold. The goal of our work is to design algorithms that optimize makespan under the constraints 

of reliability and temperature. We first provide a mixed-integer linear programming (MILP) formulation 

for assigning and scheduling independent tasks with reliability and temperature constraints on the het- 

erogeneous platform to minimize the makespan. However, MILP takes exponential time to finish. We 

then propose a two-stage heuristic that determines the assignment, replication, operating frequency, and 

execution order of tasks to minimize the makespan while satisfying the real-time, reliability, and tem- 

perature constraints based on the analysis of the effects of task assignment on makespan, reliability, and 

temperature. We finally carry out extensive simulation experiments to validate our proposed MILP for- 

mulation and two-stage heuristic. Simulation results demonstrate that the proposed MILP formulation 

can achieve the best performance in reducing makespan among all the methods used in the comparison. 

The results also show that the proposed two-stage heuristic has a close performance as the represen- 

tative existing approach ESTS and a better performance when compared to the representative existing 

approach RBSA, in terms of reducing makespan. In addition, the proposed two-stage heuristic has the 

highest feasibility as compared to RBSA and ESTS. 

© 2017 Elsevier Inc. All rights reserved. 
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. Introduction 

With the rapid advance in semiconductor manufacturing tech-

ology and the ever increasing demand for high performance,

ulti-core processors have replaced single-core processors to be-

ome the main design paradigm for modern processors ( Vajda,

011 ). In the meantime, parallel computing that executes multi-

le operations or tasks on different processors simultaneously is

dopted to satisfy the growing computational requirements. Par-

llel computing on multi-core processors improves system perfor-
� This work was partially supported by Shanghai Municipal Natural Science Foun- 

ation (Grant No. 16ZR14090 0 0 ), Natural Science Foundation of China (Grant No. 

1672230 ), and ECNU Outstanding Doctoral Dissertation Cultivation Plan of Action 

Grant No. PY2015047 ). 
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ance in terms of latency or throughput by minimizing task ex-

cution makespan, i.e., the latest completion time of all tasks on

rocessors. However, this strategy results in excessive power den-

ities ( Culler et al., 1999 ). Higher power densities elevate chip tem-

erature, which in turn downgrades system reliability and reduces

nergy efficiency due to increased leakage power ( Kim et al., 2003 ).

lthough dynamic voltage and frequency scaling (DVFS) technique

an be utilized for thermal control and energy saving, scaling down

he speed of a processor increases the rate of cosmic ray-induced

ransient faults ( Zhu et al., 2004 ). The probability of system failure

ue to transient fault increases exponentially, and this probability

annot be neglected in modern complex heterogeneous multi-core

rocessor systems. Therefore, system performance, chip tempera-

ure and cosmic ray-induced transient faults interplay and need to

e jointly investigated. In this paper, we focus on designing mech-

nisms that minimize task execution makespan under constraints

f thermal and reliability target. 
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Makespan minimization problem has been a subject of con-

tinuing interest for researchers and practitioners during the past

decades ( Rajendran and Ziegler, 2004; Zhang et al., 2016; Li et al.,

2014; Zheng and Sakellariou, 2013; Albers and Hellwig, 2016 ).

Rajendran and Ziegler (2004) investigated the problem of per-

mutation flowshop scheduling with the goal of minimizing the

makespan, and proposed two ant-colony optimization based al-

gorithms to solve the problem. Zhang et al. (2016) studied the

problem of distributed workload dissemination for makespan min-

imization in disruption tolerant networks, and designed a central-

ized polynomial-time disseminating algorithm based on the short-

est delay tree. A heuristic algorithm ( Li et al., 2014 ) that specifi-

cally considers the stochastic characteristic of task execution time

is presented to achieve a balance between schedule length (i.e.,

makespan) and energy consumption. A novel Monte Carlo based

DAG scheduling approach ( Zheng and Sakellariou, 2013 ) is devel-

oped to generate a static schedule that can minimize the expected

makespan without incurring a prohibitively high time overhead.

Unlike the static approaches ( Rajendran and Ziegler, 2004; Zhang

et al., 2016; Li et al., 2014; Zheng and Sakellariou, 2013 ) proposed

for makespan minimization, Albers and Hellwig (2016) introduced

an online algorithm that can dynamically minimize makespan with

parallel schedules. However, none of the above work considers re-

liability. 

Reliability is of utmost importance in multi-core scheduling.

This is because the susceptibility of modern processors to soft er-

rors is dramatically increasing with the relentless scaling of fea-

ture size and operating voltage ( Zhou et al., 2016a; Wei et al., 2012 ).

However, makespan-aware scheduling techniques themselves do

not address tolerance for system failure due to soft errors. There-

fore, reliability issues need to be specifically dealt with in ad-

dition to the execution time or makespan. Considerable research

efforts have been devoted to jointly handling makespan and re-

liability issues ( Dongarra et al., 2007; Wang et al., 2011; Assayad

et al., 2011; Aupy et al., 2012 ). Dongarra et al. (2007) studied the

problem of scheduling task graphs on a set of heterogeneous re-

sources with the bi-objective of minimizing makespan and max-

imizing reliability, and proposed an approach that can help the

user choose a suitable makespan/reliability trade-off. Wang et al.

(2011) improved the traditional genetic algorithm and developed

a look-ahead genetic algorithm to optimize both the makespan

and reliability of a workflow application in distributed computing

environments. Assayad et al. (2011) presented an off-line schedul-

ing heuristic to jointly optimize task schedule length, system re-

liability, and power consumption. Specifically, the heuristic uses

active replication to minimize makespan and ensure system re-

liability, and employs DVFS to reduce power consumption. Aupy

et al. (2012) solved the problem of energy minimization under the

constraints of a prescribed bound on makespan and a reliability

threshold by determining which task to re-execute and at which

speed each execution of a task should be operated. 

Note that all of the aforementioned methods ignore the ef-

fects of elevated operating temperature caused by the soaring in-

crease in system power density on system. That is, a system will

fall into the predicament of functional incorrectness, low reliabil-

ity and even hardware failures if the operating temperature ex-

ceeds a certain threshold ( Zhou et al., 2016b ). Therefore, thermal

management to avoid temperature-induced failures is also a sig-

nificant and pressing research issue in modern computer systems,

especially for embedded systems with limited cooling techniques.

As far as we know, little investigation has been conducted in the

literature on thermal management for makespan-aware multi-core

systems. Recently, Hanumaiah and Vrudhula (2012) developed a

temperature-aware DVFS-based approach for multi-core systems to

optimize the makespan while satisfying timing and thermal con-

straints. They also provided a theoretical basis and analytical re-
ations between speed, voltage, power, and temperature. However,

eliability is not taken into account. 

In this paper, we focus on designing a makespan-aware task

cheduling scheme for heterogeneous multi-core processor systems

nder the reliability and temperature constraints. The scheme gen-

rates a makespan-optimum schedule that meets the design re-

uirements by wisely determining the task assignment, the oper-

ting frequency of assigned tasks, the number of replicas for every

ask, and the execution order of tasks on the core. The major con-

ributions of this paper are summarized as follows. 

• We presented a MILP formulation for assigning and schedul-

ing independent tasks with reliability and temperature con-

straints on a heterogeneous multi-core platform to minimize

the makespan. 
• We analyzed the effects of task assignment on makespan, reli-

ability, and temperature to guide the design of our task assign-

ment and scheduling heuristic. 
• We proposed a static two-stage heuristic that first deter-

mines the assignment and replication of tasks for minimizing

makespan under the constraint of task reliability, then deter-

mines the schedule of assigned tasks on the cores to satisfy the

real-time and temperature constraint. 
• We conducted extensive simulation experiments to validate the

proposed MILP formulation and heuristic. Simulation results

have demonstrated the efficacy of the proposed MILP formu-

lation and heuristic. 

The rest of the paper is organized as follows. Section 2 in-

roduces the system model and problem definition. Section 3 de-

cribes the MILP formulation and Section 4 presents the proposed

ask assignment and scheduling scheme. Section 5 validates the ef-

ectiveness of the proposed scheme and Section 6 discusses the

ovelties of this paper when comparing with our previous works.

oncluding remarks are given in Section 7 . 

. System model and problem definition 

This section first presents system models including the applica-

ion model, the fault and reliability model, the architecture and ex-

cution model, and the temperature model, then describes the reli-

bility and temperature constrained task assignment and schedul-

ng problem for makespan minimization. 

.1. Application model 

Consider a bag-of-tasks (BoT) application model that has been

idely adopted in the literature ( Braun et al., 2001; Gutierrez-

arcia and Sim, 2013; Cirne et al., 2003 ) and assumes tasks in the

pplication are atomic, independent, and heterogeneous. Such ap-

lications can be found in the fields of astronomy, bioinformatics,

nd high energy physics. Typical examples are data mining, tomo-

raphic reconstructions, fractal calculations, and Monte Carlo sim-

lations ( Li et al., 2014 ). Tasks are independent in the sense that

here is no precedence or communication among tasks. Due to the

arious safety demand for tasks, different tasks have different re-

iability requirements ( Huang et al., 2014b ). In addition, task exe-

utions must be finished before the deadline, which is commonly

egarded as an QoS parameter ( Li et al., 2014; Kim et al., 2007; As-

ayad et al., 2004; Netto and Buyya, 2009 ), especially for service-

riented systems. In such service-oriented systems, the system de-

igner needs to take into account the concerns of both users and

ervice provider. That is, from the perspective of users, all the ser-

ices (tasks) need to be finished before the deadline such that the

oS requirement of users in terms of real time can be satisfied;

rom the perspective of service provider, the services need to be
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Fig. 1. ARM big.LITTLE heterogeneous multi-core architecture. 
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ompleted as soon as possible such that more services can be pro-

ided (in other words, more profits can be gained). 

Suppose a BoT application that consists of n tasks is denoted

y B = { τ1 , τ2 , · · · , τn } , and the characteristic of every task is de-

cribed by a quadruple τ i : { μi , r i , wc i , D } (1 ≤ i ≤ n ). μi (ranging in

0,1]) is the activity factor of task τ i , which relates to task power

onsumption and is utilized to capture how intensively functional

nits are being used ( Huang et al., 2014a ). r i is the lowest reliability

equirement of task τ i . In other words, the reliability level of task

i should be no less than r i . wc i denotes the worst-case execution

ime of task τ i in cycles and D is the common deadline. 

.2. Fault and reliability model 

Transient fault (resulting in soft error) is a type of failure that

ppears for a short time and then disappears without damage to

he device, and is caused by electromagnetic interference or cosmic

adiation. Unlike permanent fault (resulting in hard error), tran-

ient fault is independent of temperature and would not lead to

he breakdown of hardware devices. It is indispensable for many

afety-related systems to have the capacity of providing a reliable

xecution in the presence of soft errors. Soft errors are typically

odeled using an exponential distribution with an average arrival

ate λ, which represents the expected number of failures that oc-

ur per second ( Zhou and Wei, 2015; Zhao et al., 2009; Ejlali et al.,

012; Casas et al., 2017 ). It has been shown that the average rate λ
ighly depends on the processor frequency and can be modeled as

( f ) = λ0 10 

d(1 − f ) 
1 − f min , (1) 

here λ0 is the average fault rate at processor maximal frequency

f max , and d ( > 0) is a hardware specific factor indicating the sen-

itivity of fault rates to frequency scaling. 

The reliability of a task is defined as the probability of its suc-

essful execution without the occurrence of soft errors, and can be

etermined by the exponential failure law. Therefore, using the ex-

onential distribution assumption and given the fault arrival rate

( f ), then the reliability of task τ i running at frequency f is ex-

ressed as 

 i ( f ) = e −λ( f ) 
wc i 

f , (2)

here 
wc i 

f 
is the worst-case execution time of τ i at frequency f . 

The replication technique has been widely used in improving

ystem reliability due to transient faults. In this paper, we consider

ystems that use replication to tolerate up to one transient fault

ince single-fault-tolerance is a common assumption ( Aminzadeh

nd Ejlali, 2011 ). Given a task τ i with γ i replicated tasks working

t the same frequency, the new reliability is then given by 

 

γi 

i 
( f ) = 1 − (1 − R i ( f )) γi . (3)

deally, different replicas of the same task can execute at different

requencies. However, obtaining the frequency assignment for all

he replicas of all the tasks will be computationally prohibitive as

he increase in the number of replicas ( Haque et al., 2016 ). There-

ore, to reduce the computational overhead, uniform frequency is

dopted for all replicas of a given task. 

Note that there is a lower bound on the number of replicas

eeded to achieve the requirement of a certain reliability level.

n addition, the more replicas used, the higher reliability level

chieved. Based on Eq. (3) , the minimum number γ i of replicas re-

uired to achieve the target reliability level r i of task τ i at a given

requency level f can be easily determined, that is, 

i ≥
⌈

log (1 − r i ) 
⌉

. (4) 

log (1 − R i ( f )) t  
.3. Architecture and execution model 

Heterogeneous multi-core architectures, such as ARM big.LITTLE

i.e., Cortex-A15+Cortex-A7), TI DaVinci DM60 0 0 (i.e., ARM9+DSP),

nd Xilinx Zynq70 0 0 (i.e., Cortex-A9+FPGA), are systems that gain

erformance or energy efficiency not just by adding the same

ype of processors, but by adding dissimilar coprocessors to han-

le particular tasks. As the example of ARM big.LITTLE shown in

ig. 1 , the architecture is composed of pairs of high-performance

ores (i.e., Cortex-A15) and low-power cores (i.e., Cortex-A7)

 ARM, 2013 ). The heterogeneous multi-core platform used in

his work is based on a generalization of the ARM big.LITTLE

eterogeneous multi-core, which has been widely adopted in

he literature ( Tan et al., 2015; Ma et al., 2017; Kriebel et al.,

014; Wang et al., 2017 ). NvidiaÕs variable symmetric multipro-

essing (vSMP) also falls into this category Nvidia . The plat-

orm P consists of m clusters C 1 , C 2 , · · · , C m 

, which are hetero-

eneous in the sense that they are diverse in processing capa-

ilities and fault arrival rates. Each cluster C k (1 ≤ k ≤ m ) con-

ists of a set of homogeneous cores, which are DVFS-enabled

nd equipped with a set of discrete voltage/frequency pairs

(v k, 1 , f k, 1 ) , · · · , (v k,ι, f k,ι) , · · · , (v k,� k 
, f k,� k 

) , where � k is the number

f voltage/frequency levels supported by cluster C k and 1 ≤ ι≤ � k 
olds. We assume that v k, min = v k, 1 ≤ v k, 2 ≤ · · · ≤ v k,� k 

= v k, max and

f k, min = f k, 1 ≤ f k, 2 ≤ · · · ≤ f k,� k 
= f k, max hold for the sake of easy

resentation. All the cores in a cluster need to run at the same

requency level. 

As mentioned above, replication is used to tolerate transient

aults. We assume that the original task and its replicas need to

e executed in the same cluster, which is based on the follow-

ng considerations. First, replication is a typical example of fault-

olerant technique explicit output comparison (EOC) that relies on

xplicit redundancy/replication: executing the same task multiple

imes and comparing their outputs. Second, using EOC improves

he systems capability to tolerate soft errors, but also introduces

ignificant timing overhead (i.e., timing overhead of error detection

r output comparison) and may be detrimental to meeting real-

ime constraints. Third, the output comparison cost when execut-

ng the original task and its replicas in the same cluster is much

maller than that when executing in the different clusters. Benefit-

ng from the identical operation pattern of homogeneous cores in

he same cluster, this assumption can also guarantee the uniform

requency setting for the original task and its replicas. Note that

he original task and its replicas should be executed on different

ores to support the detection and recovery of faults. Therefore,

or any cluster on the platform, we select one core from the clus-

er as the primary core to execute the original tasks and the rest

ores as the secondary cores to execute the replicas. In addition,

 secondary core is only allowed to accommodate one replica of a

riginal task. Under this setting, the number of replicas for a task

ay exceed the number of secondary cores in theory. However,

he number of replicas needed for a task is typically small in prac-

ice. Thus the setting is reasonable. For example, a task with a low
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reliability of 0.7 could immediately have a high reliability of 0.91

if a replica is equipped. 

2.4. Temperature model 

Assume that there is negligible or no heat transfer among pro-

cessing units and among other different units. This assumption is

widely made for thermal-aware scheduling ( Quan and Chaturvedi,

2010; Saha et al., 2012; Huang et al., 2014a; Zhou and Wei, 2015;

Zhou et al., 2016c ). Based on the assumption, a lumped RC ther-

mal model HotSpot proposed by Skadron et al. (2004) is adopted

to characterize the chip thermal profiles, which is expressed by the

following system of ordinary differential equation. 

C T 

′ + G T = P + G T amb . (5)

This thermal model divides the chip into a number of thermal el-

ements. Heat capacities of these elements are captured in matrix

C . Thermal conductance values are captured in matrix G . In this

equation, T is the temperature vector, T ′ is the first order deriva-

tive of the temperature, P contains the power consumption on all

thermal nodes, and T amb is the die’s ambient temperature. In the

steady-state, Eq. (5) becomes 

G T steady = P + G T amb , (6)

where T steady contains the steady-state temperatures on all thermal

nodes. 

The accuracy of the adopted HotSpot model in terms of temper-

ature prediction has been investigated. Huang et al. (2006) com-

pared the temperature sensor readings from real platforms with

values obtained from the corresponding HotSpot model. The re-

sults show that the temperatures predicted by the HotSpot model

differs by less than 0.2 °C on average from those obtained from the

sensors. Furthermore, they also compared the transient and steady

state temperature measurements with results from the HotSpot

model ( Huang et al., 2004 ). The results show that the average abso-

lute error for transient temperatures and steady state temperatures

are 2.26% and 1.46%, respectively. As indicated from these results,

HotSpot is an accurate thermal model thus has been widely used

in the literature ( Saha et al., 2012; Huang et al., 2014a; Quan and

Chaturvedi, 2010; Jayaseelan and Mitra, 2008; Zhou and Wei, 2015;

Zhou et al., 2016b; Ma et al., 2017; Chen et al., 2017 ). 

2.5. Problem definition 

Given the platform P consisting of m clusters, and the BoT ap-

plication B containing n independent tasks, determine an assign-

ment of tasks to clusters and a schedule of tasks on cores such

that the task reliability and peak temperature constraints and real-

time deadlines are satisfied and the makespan is minimized. 

3. MILP formulation 

In this section, we present our approach to solving the prob-

lem described above, and discuss limitations of the MILP-based ap-

proach at the end of the section. We define the following binary

variables for the sake of easy representation. 

A i,k,ι = 

{ 

1 if task τi is assigned to cluster C k 
and executed at frequency f k,ι, 

0 otherwise . 
(7)

S i, j = 

{
1 if task τi starts before task τ j , (8)

0 otherwise . 
.1. Objective 

Let t start (τi ) and t finish (τi ) denote the start time and finish time

f task τ i , respectively. Then we have 

 finish (τi ) = t start (τi ) + 

m ∑ 

k =1 

� k ∑ 

ι=1 

wc i 
f k,ι

A i,k,ι. (9)

s pointed out in Section 1 , the makespan is defined as the latest

ompletion time of all tasks and replicas on cores. Since the repli-

as on the secondary cores are operating the same pattern as the

 original tasks on the primary cores, the makespan of the whole

ystem can be calculated as 

 finish = max 
i =1 , 2 , ··· ,n 

t finish (τi ) . (10)

onsequently, the objective function of the MILP is expressed as 

min t finish , where t finish = max 
i =1 , 2 , ··· ,n 

t finish (τi ) . (11)

.2. Constraints 

To guarantee that every task in the application B can be feasibly

cheduled, the following constraints must be satisfied. 

1). Every task τ i is assigned to exactly one cluster and executed at

ne frequency level. 

m ∑ 

k =1 

� k ∑ 

ι=1 

A i,k,ι = 1 , ∀ i = 1 , 2 , · · · , n. (12)

2). Every task τ i meets its deadline. 

 finish (τi ) ≤ D, ∀ i = 1 , 2 , · · · , n. (13)

3). Every task τ i satisfies its reliability requirement. 

 i,k,ιA i,k,ι ≥ r i , ∀ i = 1 , 2 , · · · , n, (14)

here R i, k, ι is the reliability achieved by task τ i with replication

hen the task is assigned to cluster C k and executed at frequency

 k, ι. The reliability R i, k, ι can be derived using Eq. (3) . 

4). The system peak temperature is below the temperature limit. To

void temperature-induced failures, the peak temperature of clus-

ers should be below a temperature limit (threshold) T max . The

alue of T max is in general specified based on system design re-

uirements. Let T peak (C k ) denote the peak temperature of cluster

 k , which is given by 

 peak (C k ) = max : { T (t) | ∀ t ∈ [0 , t finish (C k )] } . 
ere T ( t ) is the instantaneous temperature during time interval

0 , t finish (C k )] and can be obtained by Eq. (5) . Then let T peak denote

he on-chip peak temperature, which can be calculated as 

 peak = max 
k =1 , 2 , ··· ,m 

T peak (C k ) . (15)

5). Tasks have no overlapping executions in the same cluster. For

ny tasks τ i and τ j in the application B and assigned to the same

luster C k (actually the primary core of cluster C k ), the following

nequalities need to be satisfied in order to avoid their overlapping

xecutions. 

 τi , τ j ∈ B 

S i, j + S j,i ≥ 0 , (16)

S i, j + S j,i ≤ 1 , (17)

t start (τi ) ≤ t start (τ j ) + (1 − S i, j ) · � · D, (18)
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1 Soft errors are radiation induced failures that are mainly produced by two types 

of sources: alpha particles from the packaging and neutrons from the atmosphere. 

Alpha particles are already well known and can be mitigated by changing the pack- 

aging materials of the chip, while neutron strikes produce soft errors that are diffi- 

cult to detect and have a high impact on the reliability ( Riera et al., 2016 ). Therefore, 

we focus on the soft error rates due to neutrons. 
t start (τ j ) ≤ t start (τi ) + S i, j · � · D, (19) 

 τi , τ j ∈ B, ι, ι ∈ [1 , � k ] , k ∈ [1 , m ] , 

t finish (τi ) ≤ t start (τ j ) + (3 − A i,k,ι − A j,k, ι − S i, j ) · � · D, (20) 

t finish (τ j ) ≤ t start (τi ) + (2 − A i,k,ι − A j,k, ι + S i, j ) · � · D, (21) 

here � is a constant number equal to or larger than 1. Eq.

18) states that task τ i must start before task τ j if S i, j = 1 . Eq.

20) guarantees that task τ i finishes before task τ j starts if tasks

i and τ j are executed in the same cluster and task τ i start before

ask τ j . Similar conditions hold for Eqs. (19) and (21) . Note that the

eplicas would naturally meet these constraints if the original tasks

atisfy, which is due to the same operation pattern of the original

asks and replicas. Therefore, the constraints of replicas are not in-

luded in the formulation. 

.3. Limitation of MILP-based approach 

In fact, the problem modeled in this section is a problem of

etermining the assignment of tasks to clusters, the operating fre-

uency of all assigned tasks, the execution order of tasks on cores,

nd the number of replicas for every task. Considering that a

iven set of n tasks can be partitioned into can be partitioned

nto m subsets, the assigned tasks on the core can have n ! exe-

ution orders in extreme case that all tasks are assigned to the

ame core, every task can have � operating frequencies at most,

nd the number of replicas for n tasks all need to be determined,

he complexity of the modeled problem is O ( m 

n · n ! · � n · n ), where

 = max { � 1 , � 2 , · · · , � m 

} is the maximum of frequency levels sup-

orted by clusters. It is clear that the studied problem is a combi-

atorial optimization problem that is NP-hard ( Korte et al., 2002 ).

he target of the problem is to find the optimum solution from all

easible solutions. For systems with small number of clusters/cores

nd applications with small number of tasks, the studied problem

an be optimally solved using an MILP solver. However, for systems

f a larger granularity, the MILP solver cannot be used to efficiently

olve the problem. Thus it is necessary to develop a polynomial-

ime heuristic to schedule tasks to cores. 

. Makespan-aware task assignment and scheduling under 

eliability and temperature constraints 

The objective of this work is to generate a makespan-optimum

chedule without violating the reliability and thermal design con-

traints. We first propose an MILP-based approach to obtain the

ptimum schedule, as described above. We then consider the limi-

ation of the MILP-based approach for systems of a larger granular-

ty and design a polynomial-time task assignment and scheduling

euristic. The heuristic is carried out in two steps. In the first step,

he assignments of tasks to clusters for minimizing makespan and

he replication of the assigned tasks for satisfying reliability re-

uirements are determined. In the second step, the decisions on

ow to execute the assigned tasks (in which sequence and us-

ng which frequency) on cores for meeting the peak temperature

onstraint and task deadline are made. The heuristic is developed

ased on some observations from analyzing the effects of task as-

ignment on makespan, reliability, and temperature. Therefore, this

ection first analyzes the effects of task assignment on makespan,

eliability, and temperature, then show the overview of the pro-

osed two-stage heuristic, and finally presents the details of the

ask assignment and scheduling algorithms. 
.1. Effects of task assignment on makespan, reliability, and 

emperature 

Effects of Task Assignment on Makespan : Fig. 2 shows that

ifferent task-to-cluster assignments result in different makespan.

s shown in the figure, tasks τ1 − τ6 are assigned to clusters

 1 − C 3 , which operate at normalized frequencies f = 1 . 0 , 0.8, and

.6, respectively. The number of cores in every cluster is assumed

o be one for simplicity. The execution time of tasks τ1 − τ6 oper-

ting at normalized frequency f = 1 . 0 are 1, 2, 2, 5, 6, and 8 time

nits, respectively. Fig. 2 (a) presents an example task assignment

ith makespan of 31.7, which arranges tasks τ 1 , τ 2 to cluster C 1 ,
ask τ 3 to cluster C 2 , and tasks τ 4 , τ 5 , τ 6 to cluster C 3 . Fig. 2 (b)

resents an example task assignment with makespan of 10, which

rranges tasks τ 2 , τ 6 to cluster C 1 , tasks τ 3 , τ 5 to cluster C 2 , and

asks τ 1 , τ 4 to cluster C 3 . Compared to Fig. 2 (b), the assignment

resented in Fig. 2 (a) can reduce the makespan by 68.5%. There-

ore, we can readily make an observation that the task-to-cluster

ssignment has significant effect on makespan. 

Effects of Task Assignment on Reliability : Unlike the assign-

ent of tasks to homogeneous processors, the assignment of tasks

o heterogeneous processors should consider the difference be-

ween soft error rates (SER) of processors. However, the previous

orks either focus on homogeneous processors or ignore the SER

ifference of heterogeneous processors. Therefore, we first intro-

uce how to calculate the SER of processors, then investigate the

ER difference of simulated heterogeneous processors using Monte

arlo simulation. 

Fig. 3 shows that the failure rate of a processor can be estimated

s the sum of failure rates of components that constitute the pro-

essor, where AVF ζ is the architecture vulnerability factor of com-

onent ζ and takes the value in the range (0, 1] ( Li et al., 2007 ).

he AVF expresses the probability that a visible failure will occur,

iven a raw error event in a component. Clearly, before calculat-

ng the processor failure rate, we need to derive the failure rates

f components. The following model can be utilized to predict

eutron-induced 

1 SER at component level ( Hazucha and Svensson,

0 0 0 ): 

ER Comp = Const × Flux × Area × e 
− Q crit 

Q coll , (22) 

here Const is a parameter depending on the process technology,

lux is the flux of neutrons at the specific location (latitude and

ongitude), Area is the area of the circuit sensitive to soft errors,

 crit is the critical charge, and Q coll is the charge collection effi-

iency. Using Eq. (22) , the SER of components 6T SRAM cell, 8T

RAM cell, Latch, and NAND2 can be calculated, and it also has

een shown that the SER of four components built with the same

echnology are close when they are running at the same envi-

onment and parameters like voltage and temperature ( Riera et al.,

016 ). 

To investigate the effect of task assignment on reliability, we

uild two simulated processors and compare their SER. Similar to

he literature ( Riera et al., 2016 ), one simulated processor is as-

umed to be made up of 6T SRAM cell, Latch, and NAND2 while

he other simulated processor is assumed to be made up of 8T

RAM cell, Latch, and NAND2. For each of the two simulated pro-

essors, the respective proportions of three components are de-

oted by α1 , α2 , α3 and hold for α1 + α2 + α3 = 1 , and the re-

pective architecture vulnerability factors of three components are
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Fig. 2. Two examples of assigning tasks τ1 − τ6 to clusters C 1 − C 3 . 

Fig. 3. The calculation of processor failure rate ( Li et al., 2007 ). 
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denoted by AVF 1 , AVF 2 , AVF 3 and take the value from interval of

(0, 1]. Without loss of generality, Monte Carlo simulation is used to

produce samples by randomly setting the value of α1 , α2 , α3 and

AVF 1 , AVF 2 , AVF 3 . Two produced processors with the same α1 , α2 ,

α3 , AVF 1 , AVF 2 , AVF 3 constitute one sample of Monte Carlo simu-

lation. We take 10,0 0 0 Monte Carlo samples to compare the SER

of simulated processors, which are calculated by the method pre-

sented in Fig. 3 and based on the SER of 6T SRAM cell, 8T SRAM

cell, Latch, and NAND2 derived in the literature ( Riera et al., 2016 ).

Fig. 4 shows the SER of two simulated processors and Fig. 5

plots the ratio of SER variation to processor SER, where each data

in the figures is averaged over 100 Monte Carlo samples. It is clear

in the figure that the SER of two simulated processors are close

and all in the range of [4 . 04 × 10 −5 , 5 . 07 × 10 −5 ] . In addition, both

the ratio of SER variation to SER of simulated processor 1 and the

ratio of SER variation to SER of simulated processor 2 are low,

which are below 3.75% and 3.58%, respectively. These results in-

dicate that the SER of heterogeneous processors still be similar

if they are built with the same technology and working at the

same environment and parameters, thus we make an observation

that the assignment of tasks to clusters on the same chip has ne-

glectable impact on neutron-related reliability. 

Effects of Task Assignment on Temperature : It has been

shown that the processor temperature profiles and peak temper-

ature strongly depends on task execution order and operating fre-

quency, both of which are determined in the scheduling step of

our proposed scheme ( Zhou and Wei, 2015; Jayaseelan and Mitra,

2008; Zhou et al., 2016c ). 

4.2. Overview of our two-stage scheme 

Based on the above analysis that 

• makespan minimization strongly depends on task assignment, 
• effect of task assignment on reliability is neglectable, 
• task temperature profiles and peak temperature mainly rely on

task execution order and frequency, 

nd the following consideration that 

• reliability constraint can be ensured by replication, 
• temperature profiles of processors can be improved by wisely

determining task execution order and operating frequency after

task assignment, 

he proposed two-stage scheme operates as follows. In stage 1, the

cheme first assigns the tasks to the primary core of clusters in

 makespan-optimal manner that enables the resultant schedule

ength of clusters are equal or nearly equal, and calculates the

umber of replicas required to achieve the target reliability level

or every assigned task. During the calculation of the number of

eplicas required for a given task, its operating frequency is as-

umed to be the maximal frequency of its assigned cluster. This

s based on the consideration that high frequency results in short

xecution time and low fault arrival rate, which in turn lead to

arly completion time and high reliability. Afterwards, the scheme

etermines the execution order of tasks assigned to the primary

ores of clusters using RM scheduling ( Liu and Layland, 1973 ), and

reates replicas on the secondary cores in order to guarantee the

eliability constraint. 

In stage 2, the scheme checks the real-time and peak tempera-

ure constraint of tasks. If all tasks can be finished before the dead-

ine and their peak temperature is below the temperature limit,

he task schedule with optimized makespan is reported. If the

eal-time constraint of tasks cannot be satisfied, the scheme ex-

ts, which means that the input BoT application cannot be feasibly

cheduled on the platform. If the real-time constraint is met but

he peak temperature constraint is violated, the scheme then uti-

izes thermal-aware task sequencing to reduce temperature with-

ut incurring increase in makespan. Task sequencing is a technique

hat classifies tasks into hot/cool tasks and alternates the execution

f hot and cool tasks ( Zhou and Wei, 2015; Jayaseelan and Mitra,

008 ). After the thermal profiles are improved by task sequencing,

he scheme verifies the peak temperature constraint again. If the

onstraint is met, the scheme outputs the derived task schedule.

therwise, the available slack is exploited to reduce the temper-

ture by using frequency scaling that specifically scales down the

requency of hot tasks. It is worth noting that the task reliability

till can be maintained by using more replicas when the task op-

rating frequency is scaled. This is because the same target reli-

bility can be achieved using a small number of replicas running

t high frequencies or a large number of replicas running at low

requencies, as indicated in Eqs. (2) and (3) . 
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Fig. 4. The SER of two simulated processors. 

Fig. 5. The ratio of SER variation to processor SER. 
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Through the two stages, the assignment of tasks to clusters and

he scheduling of tasks on the primary cores are derived. In partic-

lar, due to the same operation pattern of original tasks and repli-

as, the scheduling of replicas on the secondary cores can be also

erived once the scheduling of their original tasks is generated.

he overview of our proposed two-stage scheme is shown in Fig. 6

nd the corresponding pseudo-code is described in Algorithm 1 .

Before introducing the details of the algorithms of our scheme,

e discuss the novelty of the scheme as below. 

• Unlike the previous methods ( Dongarra et al., 2007; Braun et al.,

2001; Saha et al., 2012; Zhou et al., 2016c ) ignoring the fact that

the assignment of tasks to heterogeneous processors may affect

makespan, reliability, and temperature, our proposed two-stage

scheme is designed based on the observations from analyzing

the effects of task assignment on the concerned subjects. 
• The thermal-aware task sequencing technique adopted in the

scheme has been developed in our previous work ( Zhou

and Wei, 2015 ). It is an improved version of the approach

( Jayaseelan and Mitra, 2008 ) and can achieve a lower peak tem-

perature by alternating the execution of tasks in the hot-cool

order. 
• Unlike the previous frequency scaling approaches ( Wei et al.,

2012; Hanumaiah and Vrudhula, 2012; Zhou and Wei, 2015;

Jayaseelan and Mitra, 2008 ) that scale the operating frequency

of all tasks either for reducing energy consumption or improv-

ing thermal profiles, the proposed scheme only scales the oper-
ating frequency of hot tasks with two considerations. First, the

violation of peak temperature constraint is mostly incurred dur-

ing the execution of hot tasks. Second, less operations of task

frequency scaling result in earlier task completion time and less

task replications, thus less sacrifice of makespan optimality. 

.3. Algorithms of our two-stage scheme 

The objective of our two-stage scheme is to generate a

akespan optimum schedule of independent tasks without violat-

ng the reliability and thermal design constraints. As introduced in

ection 4.2 , the first stage of the scheme determines the task as-

ignment and replication strategy with the purpose of minimizing

akespan under the constraint of task reliability, and the second

tage of the scheme determines the schedule of assigned tasks on

he core to satisfy the real-time and temperature constraint. The

seudo-code of our scheme is given in Algorithm 1 . 

Algorithm 1 takes the BoT application B, the platform P, and

he temperature limit T max as input. Based on the consideration

hat the makespan is minimized if the schedule length of all clus-

ers are equal or close, the algorithm first calculates the total work-

oad W tot of n input tasks and computes the workloads assigned

o m clusters that result in a minimum makespan using W k, opt =
 tot × f k, max 

f 1 , max + f 2 , max + ···+ f m, max 
. The algorithm then groups the n tasks

nto m sets according to the computed workloads in a first-fit

anner and assigns the m task sets to clusters. Afterwards, the
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Fig. 6. The overview of our proposed two-stage scheme. 
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algorithm sets the operating frequency of individual tasks to the

maximal frequencies of their respective assigned clusters and cal-

culates the number of replicas for individual tasks under their re-

spective reliability constraints using Eq. (4) . Since all the tasks and

their replicas are executed at the maximal frequencies supported

by their assigned clusters that lead to shortest execution time, the

tasks in the application are considered to be infeasibly scheduled

if a task violates its real-time constraint. 

The algorithm derives the peak temperature using Eq. (15) to

verify if the current schedule can satisfy the thermal constraint.

Specifically, if the peak temperature T peak is higher than the pre-

defined temperature limit T max , the temperature of assigned tasks

in clusters are then reduced by using the thermal-aware task se-

quencing technique, the details of which are given in Algorithm 2 .

Otherwise, the algorithm exits and outputs the current sched-

ule with optimized makespan. However, the peak temperature may

not be controlled below the temperature limit due to the maximal

frequencies adopted. Therefore, the algorithm trades the optimality

of makespan for further reducing the temperature of tasks by us-

ing the thermal-aware frequency scaling technique, the details of

which are given in Algorithm 3 . 

Unlike traditional cooling solutions, the thermal-aware task se-

quencing technique can reduce the peak temperature by exploiting

the thermal characteristics of tasks without degrading task relia-

bility and incurring increase in makespan. The technique is based

on the observation ( Jayaseelan and Mitra, 2008 ) that the execution

order of a hot task and a cool task has non-negligible impact on

peak temperature, and the final temperature of tasks executing in

the hot-cool order is lower than that of tasks executing in the cool-
ot order. Therefore, we propose a static task sequencing scheme

ased on hot-cool pairing to improve the temperature profiles of

asks in the clusters. The pseudo-code of the proposed thermal-

ware task sequencing is given in Algorithm 2 . 

Before showing the details of Algorithm 2 , we first define T start 

s the start temperature of a hot task assuming the task ends its

xecution at the maximum temperature limit T max and T end as the

nd temperature of a cool task assuming the task starts its execu-

ion at the ambient temperature T amb . The T start and T end are key

haracteristics of hot and cool tasks, respectively. A lower T start of

 task indicates that the task is hotter and a lower T end of a task

ndicates that the task is cooler. Tasks in the hot queue Q k, hot are

orted in the increasing order of T start and tasks in the cool queue

 k, cool are sorted in the increasing order of T end . 

Given these, Algorithm 2 can maintain a hot queue Q k, hot with

he hottest task at the head and a cool queue Q k, cool with the

oolest task at the head, and takes a target queue Q k, tar and the

et T k of tasks assigned to cluster C k as input. The algorithm first

nitializes the target queue Q k, tar by pushing all the assigned tasks

f cluster C k into the queue. It then classifies a task τ i into hot or

ool task category based on the steady state temperature T steady (τi )

f the task and inserts the task into the corresponding queue. More

pecifically, if T steady (τi ) ≥ T max , task τ i is considered as a hot task

nd inserted into the hot queue Q k, hot . Otherwise, the task is a

ool task and inserted into the cool queue Q k, cool . After obtaining

he hot queue and cool queue, the algorithm begins the iterative

aring and sequencing of tasks. In each round of the iteration, if

either Q hot nor Q cool are empty, the algorithm pairs the task at

he head of Q hot and the task at the head of Q cool in the order of
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Algorithm 1: Makespan minimization under the constraints of 

reliability, real-time, and temperature . 

Input : i) BoT application, B = { τ1 , τ2 , · · · , τn } ; 
ii) platform, P = {C 1 , C 2 , · · · , C m 

} ; 
iii) temperature limit, T max ; 

Output : i) the task assignment, T 1 , T 2 , · · · , T m 

; 

ii) task operating frequency, f (τ1 ) , f (τ2 ) , · · · , f (τn ) ; 

iii) task execution order in Q 1 , tar , Q 2 , tar , · · · , Q m, tar ; 

iv) the number of replicas for tasks, γ1 , γ2 , · · · , γn ; 

1 calculate the total workload W tot of n tasks using 

W tot = wc 1 + wc 2 + · · · + wc n ; 

2 for k = 1 to m do 

3 calculate the desired workload of cluster C k that leads to 

the minimized makespan using 

W k, opt = W tot × f k, max 

f 1 , max + f 2 , max + ···+ f m, max 
; 

4 end 

5 while B � = ∅ and k ≤ m do 

6 initialize the set T k of tasks assigned to the primary core 

of cluster C k and the workload W k of cluster C k using 

T k = ∅ and W k = 0 ; 

7 for i = 1 to B. size() do 

8 if W k + wc i ≤ W k, opt then 

9 T k = T k + τi ; 

10 B = B − τi ; 

11 W k = W k + wc i ; 

12 end 

13 end 

14 k = k + 1 ; 

15 end 

16 for k = 1 to m do 

17 for i = 1 to T k .size() do 

18 set the operating frequency of τi by f (τi ) = f k, max ; 

19 derive the number γi of replicas for task τi to satisfy 

the reliability constraint r i using Eq. (4); 

20 if t finish (τi ) > D then 

21 exit with infeasible schedule ; 

22 end 

23 end 

24 end 

25 derive the peak temperature T peak using Eq. (15); 

26 if T peak > T max then 

27 for k = 1 to m do 

28 reduce the temperature of assigned tasks in set T k by 

task sequencing given in Algorithm 2; 

29 end 

30 derive the peak temperature T peak using Eq. (15); 

31 if T peak > T max then 

32 for k = 1 to m do 

33 reduce the temperature of assigned tasks in set T k 
by frequency scaling given in Algorithm˜3; 

34 end 

35 end 

36 else 

37 exit with Output ; 

38 end 

39 end 

40 else 

41 exit with Output ; 

42 end 

Algorithm 2: Thermal-aware task sequencing . 

Input : i) set T k of tasks assigned to cluster C k ; 
ii) maintain a hot queue Q k, hot with the hottest task at the 

head, a cool queue Q k, cool with the coolest task at the head, 

and a target queue Q k, tar ; 

Output : target queue Q k, tar 

1 move all tasks in set T k into the target queue Q k, tar ; 

2 for i = 1 to Q k, tar . size() do 

3 classify τi into hot (cool) task based on T steady (τi ) ; 

4 derive T start (τi ) if hot and T end (τi ) if cool; 

5 insert τi into hot/cool queue Q k, hot /Q k, cool ; 

6 end 

7 while Q k, hot � = NULL or Q k, cool � = NULL do 

8 if Q k, hot � = NULL and Q k, cool � = NULL then 

9 pair tasks at the head of Q k, hot and Q k, cool ; 

10 sequence the two tasks in the newly formed pair in 

the order of hot-cool; 

11 push the pair into the target queue Q k, tar ; 

12 update the Q k, hot and Q k, cool ; 

13 end 

14 else 

15 append tasks in non-empty queue to Q k, tar ; 

16 end 

17 end 

Algorithm 3: Thermal-aware frequency scaling . 

Input : i) set T k of tasks assigned to cluster C k ; 
ii) frequency set { f k, 1 , f k, 2 , · · · , f k,� k 

} supported by cluster C k , 
where f k, min = f k, 1 and f k, max = f k,� k 

; 

Output : operating frequency of tasks in set T k 
1 derive the initial available slack S k, ava using 

2 S k, ava = D − ∑ T k . size() 

i =1 

wc i 
f k, max 

; 

3 for i = 1 to T k . size() do 

4 if task τi is hot then 

5 ζ = � k ; 

6 while S k, ava > 0 do 

7 if 
wc i 

f k,ζ−1 
− wc i 

f k,ζ
≤ S k, ava then 

8 scale the operating frequency of task τi using 

f (τi ) = f k,ζ−1 ; 

9 update the available slack using 

S k, ava = S k, ava − ( 
wc i 

f k,ζ−1 
− wc i 

f k,ζ
) ; 

10 re-decide the number γi of replicas for task τi 

to meet reliability constraint r i by Eq. (4); 

11 ζ = ζ − 1 ; 

12 if ζ == 1 then 

13 break; 

14 end 

15 end 

16 end 

17 end 

18 end 

h

a  

t

 

g  

l  

t  
ot-cool, and pushes the pair into the target queue Q tar . The Q hot 

nd Q cool are hence updated. Otherwise, the algorithm appends the

asks in the non-empty queue to the tail of the target queue. 

As pointed out earlier, task sequencing may not be able to

uarantee that the peak temperature is below the temperature

imit since all tasks are executed at the maximum frequencies of

heir respectively assigned clusters. To handle this situation, the
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Table 1 

Parameters of the real-world benchmarks. 

Application Description Expected Task Execution Time Standard Deviation # of Tasks in the Application 

toast GSM speech encoder 3.286 1.27 100 

madplay MP3 audio decoder 2.253 1.01 130 

tmndec H.263 video decoder 2.799 0.762 90 

mpegplay MPEG video decoder 2.036 0.722 140 
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optimality of makespan needs to be traded for a lower peak tem-

perature by scaling down the operating frequencies of hot tasks.

The pseudo-code of the proposed thermal-aware frequency scal-

ing is given in Algorithm 3 . The inputs of the algorithm are the

set T k of tasks assigned to cluster C k and the frequency set sup-

ported by the cluster. The algorithm operates as follows. It first

derives the initial available slack for the input tasks by S k, ava =
D − ∑ T k . size() 

i =1 

wc i 
f k, max 

. It then utilizes the available slack in a greedy

way to scale down the operating frequencies of hot tasks in set

T k . If the slack demand required to scale down the frequency is

not greater than the available slack, i.e., 
wc i 

f k,ζ−1 
− wc i 

f k,ζ
≤ S k, ava , the

task operating frequency is then scaled by f (τi ) = f k,ζ−1 . The avail-

able slack S k, ava is hence updated to S k, ava − ( 
wc i 

f k,ζ−1 
− wc i 

f k,ζ
) and the

number γ i of replicas for task τ i to meet the reliability constraint

r i is re-determined by Eq. (4) . This process repeats until all the

hot tasks in set T k are examined once. The time complexity of

Algorithms 1–3 are O ( nm ), O ( n ), and O ( n � ), where n is the number

of tasks in the application B, m is the number of clusters in the

platform P, and � = max { � 1 , � 2 , · · · , � m 

} is the maximum of fre-

quency levels supported by clusters. 

5. Evaluation 

In this section, we first describe the simulation setups for vali-

dation, then present and analyze the simulation results. 

5.1. Simulation setups 

Extensive simulation experiments were carried out to validate

the effectiveness of the proposed schemes. We generated the syn-

thetic BoT applications by a random task generator to verify the

proposed schemes. The expected value and standard deviation of

every task worst-case execution cycles are specified in the inter-

vals of [4 × 10 8 , 8 × 10 9 ] and [2 × 10 8 , 2 × 10 9 ], respectively. The

common deadline is set to 1.5 times of the total task worst-case

execution cycles. Eleven task sets (applications) are created in this

way and the size of every task set is increased from 100 to 600,

with a step increase of 50. We also utilized real-world multimedia

applications ( Li et al., 2014 ) toast, madplay, tmndec, and mpegplay

to validate the proposed schemes. The parameters of tasks in the

four practical applications, including the expected value and stan-

dard deviation of task execution time and the number of tasks in

each application, are shown in Table 1 . 

The same settings of reliability and temperature constraints are

adopted for the synthetic applications and real-world benchmarks.

That is, the reliability requirement of tasks are specified in the in-

terval of [0.7, 0.999] ( Huang et al., 2014b ). The ambient tempera-

ture and maximal temperature limit are set to 40 °C and 70 °C, re-

spectively. The simulated processor is modeled based on the Ver-

satile Express Development Platform ( Tan et al., 2015 ) that includes

a prototype version of the ARM big.LITTLE chip containing 3 Cortex

A7 cores and 2 Cortex A15 cores. The average arrival rates of Cor-

tex A7 and Cortex A15 operating at the maximal frequency are as-

sumed to be 4 × 10 −6 and 7 × 10 −6 , respectively. The frequency of

Cortex A7 core is varied from 1 GHz to 1.2 GHz and the frequency

of Cortex A15 core is varied from 1.4 GHz to 2.5 GHz. 
It is exceedingly difficult to find the related works that have

he same objective (i.e., makespan minimization) with the con-

ideration of same constraints (i.e., deadline, reliability, and peak

emperature limit). Therefore, we compared our proposed schemes

i.e., the MILP approach and the two-stage heuristic) with two

epresentative existing approaches RBSA ( Assayad et al., 2004 ) and

STS ( Li et al., 2014 ) in the simulations. Because the two ap-

roaches have the most similar concerns and do the most similar

ork with our proposed scheme among the previous literature as

ar as we know. The MILP formulation is described in Section 3 .

he two-stage heuristic attempts to achieve the makespan min-

mization under the constraints of reliability and peak tempera-

ure by exploiting the techniques of makespan-optimum task as-

ignment, reliability-aware task replication, thermal-aware task se-

uencing and frequency scaling. RBSA is a list scheduling heuristics

 Assayad et al., 2004 ) that aims to minimize the schedule length

i.e., makespan) as well as maximize the system reliability based

n a bi-criteria compromise function. It utilizes a parameter of the

ompromise function to control the weight of two objectives, in

rder to satisfy the reliability or the schedule length requirements.

STS is a stochastic task scheduling algorithm ( Li et al., 2014 ) that

akes into account the variation of task execution time in differ-

nt task instances. It can maximize the probability of minimizing

akespan under the task deadline and energy consumption bud-

et constraints. All the algorithms were implemented in C++, and

he simulations were performed on a machine with Intel Dual-Core

.0 GHz processor and 8GB memory. For the sake of fair compar-

son, the same simulation setups are adopted for our proposed

euristic and methods RBSA ( Assayad et al., 2004 ) and ESTS ( Li

t al., 2014 ). 

.2. MILP formulation performance 

In this set of experiments, we used CPLEX with AMPL to solve

nstances of the MILP formulation in Section 3 for the optimal

akespan under the reliability and thermal constraints. As dis-

ussed in Section 3.3 , the MILP solver cannot be used to efficiently

olve the problem for systems of a larger granularity. Typically,

ILP is able to produce the optimal makespan for small applica-

ions, and for most of the applications, MILP cannot find optimal

olutions in several hours. Therefore, unlike the simulation setups

bove, we limited the size of task sets to be blow 100 for the

ILP experiments, and terminated the MILP solver after 12 hours

nd used the best results that solver had. Since neither of RBSA

 Assayad et al., 2004 ) and ESTS ( Li et al., 2014 ) used in the compar-

son considers the temperature and reliability constraints simulta-

eously, the solutions generated by the two methods may violate

he constraints. However, the focus of this set of experiments is to

erify the performance of MILP in optimizing makespan under the

eliability and thermal constraints. Thus we removed these invalid

esults of RBSA ( Assayad et al., 2004 ) and ESTS ( Li et al., 2014 ) in

he comparison. 

Table 2 shows the comparison of makespan of eleven task sets

chieved by the MILP approach, the proposed two-stage heuris-

ic, RBSA ( Assayad et al., 2004 ), and ESTS ( Li et al., 2014 ). The

MS” column represents the makespan of different approaches. The

Reduc” column represents the makespan reduction of MILP, the



J. Zhou et al. / The Journal of Systems and Software 133 (2017) 1–16 11 

Table 2 

Makespan of eleven task sets achieved by the MILP approach, the proposed two-stage heuristic, RBSA ( Assayad 

et al., 2004 ), and ESTS ( Li et al., 2014 ). 

Synthetic Random MILP Proposed-Heuristic RBSA ESTS 

Task Set MS MS Reduc MS Reduc MS Reduc MS Reduc 

Set 1 132.751 94.978 28.5% 101.693 23.4% 107.649 18.9% 110.864 16.5% 

Set 2 167.243 131.224 21.5% 131.702 21.3% 150.460 10.0% 144.905 13.4% 

Set 3 153.056 106.646 30.3% 112.126 26.7% 129.681 15.3% 129.681 15.3% 

Set 4 113.525 82.945 26.9% 87.944 22.5% 98.823 13.0% 93.036 18.0% 

Set 5 101.583 81.304 20.0% 85.164 16.2% 92.985 8.5% 96.306 5.2% 

Set 6 88.003 69.211 21.4% 71.476 18.8% 86.957 1.2% 81.023 7.9% 

Set 7 123.297 102.988 16.5% 99.288 19.5% 114.944 6.8% 108.782 11.8% 

Set 8 109.038 79.612 27.0% 89.161 18.2% 97.206 10.9% 95.881 12.1% 

Set 9 133.655 95.439 28.6% 100.251 25.0% 112.045 16.2% 118.235 11.5% 

Set 10 98.494 75.610 23.2% 77.269 21.5% 84.351 14.4% 81.728 17.0% 

Set 11 92.600 70.428 23.9% 71.065 23.3% 82.012 11.4% 87.945 5.0% 

Avg. 119.386 90.035 24.6% 93.376 21.8% 105.19 11.9% 104.399 12.6% 

Fig. 7. Makespan of eleven task sets achieved by methods RBSA ( Assayad et al., 

2004 ), ESTS ( Li et al., 2014 ), and the proposed heuristic. 
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roposed heuristic, RBSA ( Assayad et al., 2004 ) and ESTS ( Li et al.,

014 ) over Random, which is a baseline method that generates the

ssignment, operating frequency, execution order, and replicas of

asks at random. As the simulation results in the table, the aver-

ge makespan reduction achieved by MILP, the proposed heuris-

ic, RBSA ( Assayad et al., 2004 ) and ESTS ( Li et al., 2014 ) are 24.6%,

1.8%, 11.9%, and 12.6%, respectively. Moreover, MILP almost can

aximize the reduction of makespan for all task sets when com-

ared to the proposed heuristic, RBSA ( Assayad et al., 2004 ) and

STS ( Li et al., 2014 ). However, the MILP solver always finds the so-

utions in several hours while heuristic algorithms in several min-

tes. 

.3. Performance of the two-stage heuristic 

Two sets of simulation experiments are implemented to vali-

ate the effectiveness of the proposed two-stage heuristic in terms

f reducing makespan, improving feasibility, and controlling peak

emperature. In the first set of simulations, synthetic BoT appli-

ations were generated by a random task generator while in the

econd set of simulations, real-world multimedia applications were

tilized. The simulation results are described below in detail. 

.3.1. Simulation results of synthetic tasks 

Fig. 7 compares the makespan of eleven task sets achieved by

ethods RBSA ( Assayad et al., 2004 ), ESTS ( Li et al., 2014 ), and

he proposed heuristic. Apparently, the makespan achieved by the

hree algorithms are all growing with the increase of the size of
ask set. As shown in the figure, the average makespan of eleven

ask sets achieved by RBSA ( Assayad et al., 2004 ), ESTS ( Li et al.,

014 ), and the proposed heuristic are 339.3s, 295.6s, and 306.4s,

espectively. The results indicate that the makespan of the pro-

osed heuristic is smaller than that of RBSA ( Assayad et al., 2004 ).

or example, the proposed scheme can reduce the makespan of

he forth task set by 16.03% as compared to RBSA ( Assayad et al.,

004 ). This benefits from the makespan-aware task assignment in

he proposed heuristic. The results also show that the makespan of

he proposed heuristic is close to that of ESTS ( Li et al., 2014 ). The

eason why ESTS ( Li et al., 2014 ) outperforms the proposed heuris-

ic is that ESTS ( Li et al., 2014 ) ignores the reliability and tempera-

ure constraints, which are antagonistic to the objective of reducing

akespan. 

Table 3 compares the feasibility of eleven task sets achieved by

ethods RBSA ( Assayad et al., 2004 ), ESTS ( Li et al., 2014 ), and the

roposed heuristic. From the results in the table, we can easily find

hat the proposed heuristic achieves the highest feasibility as com-

ared to RBSA ( Assayad et al., 2004 ) and ESTS ( Li et al., 2014 ), no

atter when considering all the constraints, or either only consid-

ring the temperature constraint or only considering the reliability

onstraint. For instance, when all the constraints are taken into ac-

ount, the proposed heuristic can improve the feasibility by up to

8.1% and 33.8% as compared to RBSA ( Assayad et al., 2004 ) and

STS ( Li et al., 2014 ), respectively. The better performance with re-

pect to feasibility achieved by the proposed heuristic is due to

he effectiveness of the adopted temperature and reliability-aware

echniques. 

Fig. 8 compares the peak temperature of eleven task sets

chieved by methods RBSA ( Assayad et al., 2004 ), ESTS ( Li et al.,

014 ), and the proposed heuristic. It has been shown in the fig-

re that the proposed heuristic has the lowest peak temperature

mong the three approaches. For example, the proposed heuris-

ic can lower the peak temperature of the fifth task set by 8.22 °C
nd 5.01 °C as compared to RBSA ( Assayad et al., 2004 ) and ESTS ( Li

t al., 2014 ), respectively. The reduction of peak temperature ben-

fits from the thermal-aware task sequencing and frequency scal-

ng adopted in the proposed heuristic, the effectiveness of which in

hermal management has been demonstrated in our previous work

 Zhou and Wei, 2015 ) thus is not discussed in this paper. 

.3.2. Simulation results of real-world benchmarks 

Fig. 9 compares the makespan of four benchmarks toast, mad-

lay, tmndec, and mpegplay achieved by RBSA ( Assayad et al.,

004 ), ESTS ( Li et al., 2014 ), and the proposed heuristic. Similar

o the results shown in Fig. 7 , the makespan of the four bench-

arks achieved by the proposed scheme is smaller (up to 11.75%)

han that of RBSA ( Assayad et al., 2004 ), which is due to the
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Table 3 

Feasibility of eleven task sets achieved by methods RBSA ( Assayad et al., 2004 ), ESTS ( Li et al., 2014 ), and the proposed heuristic. 

# of tasks Feasibility when considering Feasibility when considering Feasibility when considering 

all the constraints the temperature constraint the reliability constraint 

RBSA Proposed-Heuristic ESTS RBSA Proposed-Heuristic ESTS RBSA Proposed-Heuristic ESTS 

100 100% 100% 98.0% 100% 100% 100% 100% 100% 98.0% 

150 100% 100% 97.3% 100% 100% 100% 100% 100% 97.3% 

200 100% 100% 96.5% 100% 100% 100% 100% 100% 96.5% 

250 100% 100% 96.0% 100% 100% 100% 100% 100% 96.0% 

300 100% 100% 95.0% 100% 100% 100% 100% 100% 95.0% 

350 100% 100% 94.6% 100% 100% 100% 100% 100% 94.6% 

400 100% 100% 93.0% 100% 100% 100% 100% 100% 93.0% 

450 90.2% 100% 88.0% 90.2% 100% 92.0% 100% 100% 92.4% 

500 87.0% 100% 82.0% 87.0% 100% 86.2% 100% 100% 93.0% 

550 73.5% 100% 72.7% 73.5% 100% 76.2% 100% 100% 92.4% 

600 71.9% 100% 66.2% 71.9% 100% 70.8% 100% 100% 90.9% 

Fig. 8. Peak temperature of eleven task sets achieved by RBSA ( Assayad et al., 2004 ), 

ESTS ( Li et al., 2014 ), and the proposed heuristic. 

Fig. 9. Makespan of toast, madplay, tmndec, and mpegplay achieved by RBSA 

( Assayad et al., 2004 ), ESTS ( Li et al., 2014 ), and the proposed heuristic. 

 

 

 

 

 

 

 

 

 

 

Table 4 

Feasibility of toast, madplay, tmndec, and mpegplay 

achieved by RBSA ( Assayad et al., 2004 ), ESTS ( Li et al., 

2014 ), and the proposed heuristic. 

Benchmarks RBSA Proposed-Heuristic ESTS 

toast 86.0% 100% 78.0% 

madplay 92.4% 100% 86.5% 

tmndec 90.0% 100% 78.0% 

mpegplay 85.6% 100% 71.5% 

Fig. 10. Peak temperature of toast, madplay, tmndec, and mpegplay achieved by 

RBSA ( Assayad et al., 2004 ), ESTS ( Li et al., 2014 ), and the proposed heuristic. 
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o  
effectiveness of the proposed makespan-aware task assignment

heuristics. In addition, the makespan of the four benchmarks

achieved by the proposed heuristic is larger than that of ESTS

( Li et al., 2014 ), which is due to the trade of the optimality of

makespan made in the proposed heuristic for guaranteeing the

temperature and reliability constraints. Table 4 compares the fea-

sibility of the four benchmarks in terms of satisfying temperature

and reliability constraints achieved by RBSA ( Assayad et al., 2004 ),

ESTS ( Li et al., 2014 ), and the proposed heuristic. As expected, the

feasibility of the proposed scheme is the highest among the three
lgorithms. Taking the benchmark mpegplay as an example, the

easibility can be improved by 14.4% and 28.5% using the proposed

euristic as compared to RBSA ( Assayad et al., 2004 ) and ESTS ( Li

t al., 2014 ), respectively. Fig. 10 compares the peak temperature

f the four benchmarks achieved by RBSA ( Assayad et al., 2004 ),

STS ( Li et al., 2014 ), and the proposed heuristic. The results in the

gure clearly demonstrate that the peak temperature of the four

enchmarks can be greatly reduced by the thermal management

echniques used in the proposed heuristic. More specifically, the

eak temperature of the four benchmarks can be lowered by up

o 15.2 °C and 10.9 °C using the proposed heuristic as compared to

BSA ( Assayad et al., 2004 ) and ESTS ( Li et al., 2014 ), respectively. 

. Discussion 

This section discusses the novelties of this paper when compar-

ng with our previous works ( Zhou et al., 2016a; Wei et al., 2012;

hou et al., 2016b; Zhou and Wei, 2015; Zhou et al., 2016c ). Tra-

itional reliability-aware task scheduling mechanisms can improve

r maintain the system reliability by using techniques such as
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ollback recovery, replication, and frequency elevation, which ei-

her tolerate the occurred transient faults or lower the fault arrival

ate. However, these techniques would inevitably have the side ef-

ects of elevated energy consumption, increased makespan (thus

educed throughput), and higher temperature (thus shortened de-

ice lifetime). It is most desirable if we can work out a new task

cheduling mechanism that is able to handle all these issues to-

ether. But unfortunately, this cannot be realized due to the con-

iderations below. 

1. Energy minimization and makespan minimization are two op-

posite objectives, thus cannot be optimized simultaneously.

More specifically, if the operating frequencies of tasks are

scaled to reduce energy consumption, makespan is increased

because of the delayed task completions. Similarly, if high fre-

quencies are used to execute tasks for reducing makespan, en-

ergy consumption would be inevitably increased. 

2. The research on temperature can be conducted from two as-

pects. On one hand, when the system thermal profile is not

very bad to cause hardware failures, temperature is typically

considered as a constraint and the focus of research is on opti-

mizing other objectives such as energy and makespan. In other

words, system peak temperature cannot exceed a safe thresh-

old. On the other hand, when the system thermal profile is very

bad to cause hardware failures, the focus of research is on re-

ducing the peak temperature to the utmost in the purpose of

avoiding thermal emergency (and hence hardware failures). 

Based on the first consideration, we concentrate on optimizing

nergy consumption in our published paper ( Wei et al., 2012; Zhou

t al., 2016b; Zhou and Wei, 2015 ) while optimizing makespan in

his work. Based on the second consideration, we concentrate on

ontrolling system peak temperature below a safe threshold and

ptimizing energy consumption or makespan in our published pa-

er ( Wei et al., 2012; Zhou et al., 2016b; Zhou and Wei, 2015 ) and

his work, whereas we concentrate on minimizing system peak

emperature in our published paper ( Zhou et al., 2016c ). Unlike this

ork and our published paper ( Wei et al., 2012; Zhou et al., 2016b;

hou and Wei, 2015; Zhou et al., 2016c ), two types of faults are

ointly handled and the soft-error reliability and lifetime reliabil-

ty are balanced such that system availability is maximized ( Zhou

t al., 2016a ). 

. Conclusion 

In this paper, we presented an assignment and scheduling tech-

ique that uses a mixed-integer linear program solver to opti-

ize the makespan under the constraints of deadline, reliability,

nd peak temperature. To efficiently solve this NP-hard assignment

nd scheduling problem, we also proposed a task assignment and

cheduling heuristic in which the assignment, replication, operat-

ng frequency, and execution order of tasks are determined. The

euristic is developed based on the analysis of the effects of task

ssignment on makespan, reliability, and temperature. 

Extensive simulations were performed to validate the proposed

ILP formulation and the proposed heuristic. The results of exper-

ments for verifying the effectiveness of the proposed MILP formu-

ation in reducing makespan show that MILP has the best perfor-

ance. To be specific, the average makespan reduction achieved by

ILP, the proposed heuristic, RBSA and ESTS over baseline method

andom are 24.6%, 21.8%, 11.9%, and 12.6%, respectively. The re-

ults of experiments for verifying the effectiveness of the proposed

euristic show that the heuristic can reduce the makespan by up

o 16.03% as compared to RBSA, improves the feasibility by up to

3.8% and lowers the peak temperature by up to 15.2 °C as com-

ared to RBSA and ESTS. 
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