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This paper deals with the estimation of scale parameter for Frechet distribution with known shape. The 

Maximum likelihood estimation and Probability weighted moment estimation are discussed. Bayes estimator is 

obtained using Jeffreys’ prior under quadratic loss function, El-Sayyad’s loss function and linex loss function. 

Through extensive simulation study, we compared the performance of these estimators considering various 

sample size based on mean squared error (MSE). 
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1. INTRODUCTION 

 
Frechet distribution was introduced by a French 

mathematician named Maurice Frechet 

(1878‐1973) who had identified before one 

possible limit distribution for the largest order 

statistic in 1927. The Frechet distribution has been 

shown to be useful for modeling and analysis of 

several extreme events ranging from accelerated 

life testing to earthquakes, floods, rain fall, sea 

currents and wind speeds. 

Applications of the Frechet distribution in 

various fields given in Harlow (2002) showed that 

it is an important distribution for modeling the 

statistical behavior of materials properties for a 

variety of engineering applications.  Nadarajah and 

Kotz (2008) discussed the sociological models 

based on Frechet random variables. Further, 

Zaharim et al. (2009) applied Frechet distribution 

for analyzing the wind speed data. Mubarak (2011) 

studied the Frechet progressive type-II censored 

data with binomial removals.  

The Frechet distribution is a special case of the 

generalized extreme value distribution. This type-II 

extreme value distribution (Frechet) case is 

equivalent to taking the reciprocal of values from a 

standard Weibull distribution. The probability 

density function (PDF) and the cumulative 

distribution function (CDF) for Frechet distribution 

is 

 

        
where the parameter   determines the shape of the distribution and   is the scale parameter. 

  

                        
 

Several methods have been proposed to 

estimate the parameters using both classical and 

Bayesian techniques. A method of estimation must 

be chosen which minimizes sampling errors. A 

method which is suitable to estimate the 

parameters of one distribution might not 

necessarily be as efficient for another distribution. 

Moreover, a method which is efficient in 

estimating the parameters may not be efficient in 

predicting given by Al-Baidhani and Sinclair 

(1987). Ahmed et al. (2010) have considered ML 

and Bayesian estimation of the scale parameter of 

Weibull distribution with known shape and 

compared their performance under squared error 

loss. In this paper, comparison among the ML 

estimator, probability weighted moment estimator 

(PWM) and Bayes estimator of the scale parameter 

of the Frechet distribution is considered under 

quadratic loss function, El-Sayyad’s loss function 

and linex loss function using Jeffreys’ prior, with 

the assumption that the shape parameter is known. 
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Comparisons are made in terms of the bias and 

mean squared error (MSE) of the estimates. 

The plan of the paper is as follows. In Section 

2, the ML estimation of β is reviewed. In Section 3 

of this article, we derive the Bayes estimators 

based on squared error loss function, El-Sayyad’s 

loss function and linex loss function. In Section 4, 

we obtain the probability weighted moment 

estimator and in Section 5, a simulation study is 

discussed. In Section 6, conclusion and numerical 

results are presented. 

 

2. MAXIMUM LIKELIHOOD ESTIMATION 

 
Let X = (x1, x2….xn) be a sample of size n from a 

Frechet distribution with parameters α and β. The 

likelihood function is given by 

 

 
 

As the shape parameter α is assumed to be known, the ML estimator of β is obtained by solving the 

following equation 

 

  

Therefore, the maximum likelihood estimator for β is 

 

 
 

3. BAYESIAN ESTIMATION 

 
For Bayesian estimation, we need prior distribution 

for scale parameter β. Jeffreys (1946) proposed a 

formal rule for obtaining a non-informative prior 

as 

 

 
 

where β is M-vector valued parameter and I(β) is 

the Fisher’s information matrix of order M × M. In 

the present study, we consider the prior distribution 

of β to be 

  

                 

 

where  is constant. The posterior distribution of β 

is 

 

 
 

Therefore, the posterior density function of β
α
 

given α is Gamma 
 

 

 
 

3.1. Loss Functions 

 
We consider three types of loss functions. The first 

is the squared loss function (quadratic loss). This 

loss function is symmetric in nature. i.e. it gives 

equal importance to both over and under 

estimation. The squared error loss function is as 

follows 

 
 

The second is the El-Sayyad’s loss function and is 

expressed as 

 

 
Where   is an estimator of . It is remarkable 

that a number of asymmetric loss functions are 

proposed for use, among these, one of the most 

useful asymmetric loss known as the linex (linear 

exponential) loss function was introduced by 

Varian in (1975)  given by 
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Here,  determines the shape of the loss 

function. If , the overestimation is more 

serious than underestimation and vice-versa. For 

‘ ’ close to zero, the linex loss is approximately 

squared error loss. 

 

3.2. Estimation under squared error loss 

 
To obtain the Bayes estimator, we minimize the 

posterior expected loss given by 

                                                

  

  

Solving 

 

,

 

 we obtain the Bayes estimator as     

 

 

3.3. Estimation under El-Sayyad’s loss 

 
With El-Sayyad loss function, the corresponding 

Bayes estimator for β with respect to posterior 

distribution is given by 

  

 
    

 Solving  , we get the Bayes estimator under El-Sayyad loss function as 

 

 
 

3.4. Estimation under linex loss 

 

To obtain the Bayes estimator, we minimize the posterior expected loss given by 

 

Solving    , we obtain the Bayes estimator as  

 

4. PROBABILITY WEIGHTED MOMENT 

ESTIMATION 

 

The probability weighted moment estimator for β, 

assuming that shape parameter α is known can be 

obtained as 
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We obtained probability weighted moment 

estimator of α, replacing α0 by their unbiased 

estimate  as 

 

 

 

  

For the Frechet distribution, the probability 

weighted moment estimator for β is 

  

 

 

Table 1 : Comparison between MLE, Bayesian and PWM when α =1.5, β =0.5, r =1, l =1 

 
 

 

5. SIMULATION STUDY 

 
To assess the performance of the methods, we 

generated N=1000 samples of sizes n = 5, 10, 20, 

30, 50 and 100 from Frechet distribution [α= (1.5, 

2, 3) and β= (0.5, 1)]. The value of the shape 

parameter is started from α=1.5, because for α=1, 

the PWM estimator does not exist. All possible 

combinations of the parameters have been 

considered. The averages of these estimates and 

the corresponding mean square errors (within 

parenthesis) were calculated for each method and 

presented in Tables 1 to 6 for comparison purpose.  

 

 

 

6. CONCLUSION 

 

Comparisons are made between the different 

estimators based on simulation study and effect of 

symmetric and asymmetric loss functions respect 

to various sample size and we observed the 

following: 

1. In general, the ML estimator performs better 

than other estimators in terms of biases for all 

cases considered. Whereas MSE decreases for 

PWM method with increasing α. 

2. It is also concluded that Bayes estimates based 

on squared error loss function and El-Sayyad 

function are very close to the ML estimator for β=1 

and different values of α as sample size increases. 

Moreover, Bayes estimate relative to the linex loss 

function is also close to the ML estimate for the 

case when c= -1 and β=1. We also concluded that 

Bayes estimate under linex loss function for c=1 

and β=1 is confining to the ML estimate as sample 

size increases. As in the case of different values of 

r, l and c, we obtain approximately the same 

results. Finally, we can say that in each scenario, 
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the ML method outperforms in terms of bias and MSE. 

 
Table 2: Comparison between MLE, Bayesian and PWM when α =2, β =0.5, r =1, l =1 

 
 

 
Table 3: Comparison between MLE, Bayesian and PWM when α =3, β =0.5, r =1, l =1 
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Table 4: Comparison between MLE, Bayesian and PWM when α =1.5, β =1, r =1, l =1 

 
 
 

 

 

Table 5: Comparison between MLE, Bayesian and PWM when α =2, β =1, r =1, l =1 
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Table 6: Comparison between MLE, Bayesian and PWM when α =3, β =1, r =1, l =1 
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